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Chair’s Message

The IETF met in Santa Fe on November 18-22, 1991. The meeting was hosted by
Los Alamos National Laboratory (LANL). Many thanks are due to Dale Land, John
Morrison, C. Philip Wood, Peter Ford, and many others at LANL for the amazing
amount of work that went into hosting this meeting. The facilities were outstanding
and the location was beautiful. Numerous folks mentioned to me that this was a
very productive IETF meeting. I think we can thank LANL (and perhaps, the clear
mountain air?) for helping to make this such a productive meeting).

The meeting was attended by approximately 350 people. It was quite productive
with 46 working groups and 11 BOF’s meeting in over 80 separate sessions. Three
IETF Area “advisory” groups met — the Security Area Advisory Group (SAAG), the
Operational Requirements Area Directorate (ORAD), and the User Services Area
Council (USAC).

We are very pleased that FARNET chose to meet in Santa Fe during the same week,
so that there was quite a bit of interaction between IETF and FARNET interests
during that time. In particular, ORAD met jointly with FARNET, and had a very
productive session pursuing FARNET’s topic for the week — “Hardening the Mid-level
Networks”.

The Internet Activites Board (IAB) also took this opportunity to meet in Santa Fe.
It was quite helpful to have IAB members in attendance at the IETF, and this helped
increase the communication and positive interaction between the IAB, the IESG, and
the IETF. I feel that the IETF benefits greatly from the direct participation of IAB
members in the various working group activities. I hope we will continue to see this
close interworking between the IAB and IETF.

There were 14 technical presentations during the week. As it turns out, there was an
increased interest in ATM at this meeting, with three separate presentations on the
basic technical details of ATM and an interesting approach to using ATM in local area
networks. There was also a BOF on “IP over ATM”, which will become a working
group at the next meeting.

There was an important focus on routing at this IETF. Martha Steenstrup (BBN)
presented a status report on Inter-Domain Policy Routing (IDPR), and how IDPR
might interwork with BGP (or other inter-domain routing protocols). Deborah Estrin
(USC) presented a proposal, co-authored with Yakov Rekhter (IBM) for a “Unified”
Inter-Domain Routing Protocol. Noel Chiappa ran a BOF on his proposal for a
new routing and addressing architecture. Noel’s BOF was based on his presentation
at the July IETF meeting in Atlanta, and will likely evolve into a working group
effort. The BGP Working Group had several very important sessions. During one



BGP Working Group session, Jessica Yu (Merit) introduced a new working group
effort under the Operational Requirements Area to concentrate on the operational
deployment of BGP.

In another BGP Working Group session, Phill Gross (ANS) led a discussion on intro-
ducing address masks into BGP, including the notion of “supernet masks” to condense
information in routing tables. The discussion soon expanded to encompass the re-
lated problem of IP address depletion. As a result, the assembled group, along with
the IAB and IESG, organized the Routing and Addressing Working Group (ROAD).

The goal of the Working Group will be to propose methods to deal with the related
problems of routing table scaling and IP address depletion. The ROAD Working
Group will hold its first meeting at the IETF meeting in San Diego (March 16-20,
1992). The IETF effort dovetailed very nicely with the results of the IAB/IESG Ar-
chitecture Retreat in June (reported at the July IETF meeting), which recommended
(in part) that an IETF working group be formed to pursue this crucial matter. In
an attempt to help focus the activities of this important Group several members of
the IAB retreat have joined some participants from the BGP Working Group session
to set the agenda for the ROAD Working Group in March, and explore some of the
various alternatives.

IESG and IAB Reporting of Internet Standardization

The procedures for reporting and tracking Internet standardization activities have
grown in an ad hoc fashion over the last several years as the IETF standardization
activities have expanded.

In Santa Fe, the IAB and IESG wrote down the following sequence of procedures
for reporting and tracking Internet standarization actions to the IETF and the wider
Internet community:

Announce WG Progress I-D announcements, To: IETF

Announce WG Completion ie., “Last Call”, From: IESG, To:
IETF, IAB

Announce IJESG Recommendation From: IESG, To: IAB, cc: IETF

Announce IAB Outcome From: IAB, To: IETF, IESG

RFC Published RFC List

Essentially the same procedure is followed for standards actions at any of the three
levels of Internet standardization — Proposed, Draft, Internet Standard. Note that
the second step (“last call”) is new. It was added to assure that interested parties



will have additional notification and time to make comments on upcoming standards
actions.

Upcoming IETF Meetings

The next IETF meeting will be hosted by San Diego Supercomputer Center on March
16-20, 1992. E. Paul Love, Jr. and Hans-Werner Braun will act as local hosts.
Reservation material will be sent to the IETF mailing list in January 1992. Note that
this is the same week of the America’s Cup, so San Diego will be VERY crowded.
Please try to make your reservations as early as possible.

We are now working very hard to schedule IETF meetings further into the future.
Our goal is to schedule meetings at least one year in advance.

Please note that we are now planning to hold our first IETF meeting outside North
America in the Fall of 1993 in Europe. This is a natural step, with the Internet
Society beginning operation in 1992, and with the IETF finding itself increasingly
involved in international issues. More information on this important development
will be made available as the plans become firm.

IETF Report in the Internet Society Quarterly Newsletter

The Internet Society will be publishing a newsletter on a quarterly basis. Activities
in the IETF will be reported regularly in this newsletter.

Phill Gross
IETF Chair
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Chapter 1

IETF Overview

The Internet Engineering Task Force (IETF) is the protocol engineering, development, and
standardization arm of the Internet Architecture Board (IAB). The IETF began in January
1986 as a forum for technical coordination by contractors for the U.S. Defense Advanced
Projects Agency (DARPA), working on the ARPANET, U.S. Defense Data Network (DDN),
and the Internet core gateway system. Since that time, the IETF has grown into a large
open international community of network designers, operators, vendors, and researchers
concerned with the evolution of the Internet protocol architecture and the smooth operation
of the Internet.

The IETF mission includes:

1. Identifying and proposing solutions to pressing operational and technical problems in
the Internet,

2. Specifying the development (or usage) of protocols and the near-term architecture to
solve such technical problems for the Internet,

3. Making recommendations to the IAB regarding standardization of protocols and pro-
tocol usage in the Internet,

4. Facilitating technology transfer from the Internet Research Task Force (IRTF) to the
wider Internet community, and

5. Providing a forum for the exchange of information within the Internet community
between vendors, users, researchers, agency contractors, and network managers.

Technical activity on any specific topic in the IETF is addressed within working groups.
All working groups are organized roughly by function into nine technical areas. Each is
led by an Area Director who has primary responsibility for that one area of IETF activity.

13
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Together with the Chair of the IETF, these nine technical Directors (plus, a Director for
Standards Procedures) compose the Internet Engineering Steering Group (IESG).

The current Areas and Directors, which compose the IESG, are:

IETF and IESG Chair:
Applications:
Internet:

Network Management:
OSI Integration:

Operational Requirements:

Routing:

Security:

Transport and Services
User Services

Standards Management:

Phill Gross/ANS

Russ Hobby/UC-Davis

Noel Chiappa

Philip Almquist/Consultant
James Davin/ MIT

Dave Piscitello/Bellcore

Erik Huizer/SURFnet

Phill Gross/ANS

Bernhard Stockman/NORDUnet
Susan Estrada/CERFnet
Robert Hinden/BBN

Steve Crocker/TIS

Dave Borman/Cray Research
Joyce K. Reynolds/ISI

Dave Crocker/TBO

The IETF has a Secretariat, headquartered at the Corporation for National Research Ini-
tiatives in Reston, Virginia, with the following staff:

IETF Executive Director:
IESG Secretary:

IETF Coordinator:
Administrative Support:

Steve Coya
Greg Vaudreuil
Megan Davies
Debra Legare
Cynthia Clark

The working groups conduct business during plenary meetings of the IETF, during meetings
outside of the IETF, and via electronic mail on mailing lists established for each group.
The IETF holds 4.5 day plenary sessions three times a year. These plenary sessions are
composed of Working Group Sessions, Technical Presentations, Network Status Reports,
working group reporting, and an open IESG meeting. A Proceedings of each IETF plenary
is published, which includes reports from each Area, each working group, and each Technical
Presentation. The Proceedings includes a summary of all current standardization activities.

Meeting reports, Charters (which include the working group mailing lists), and general
information on current IETF activities are available on-line for anonymous FTP from several
Internet hosts including nnsc.nsf.net.
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Mailing Lists

Much of the daily work of the IETF is conducted on electronic mailing lists. There are
mailing lists for each of the working groups, as well as a general IETF list. Mail on the
working group mailing lists is expected to be technically relevant to the working groups
supported by that list.

To join a mailing list, send a request to the associated request list. All internet mail-
ing lists have a companion “request” list. Send requests to join a list to <listname>-
request@<listhost>.

Information and logistics about upcoming meetings of the IETF are distributed on the
general IETF mailing list. For general inquiries about the IETF, requests should be sent
to ietf-info@nri.reston.va.us. An archive of mail sent to the IETF list is available for
anonymous ftp from the directory ~“ftp/irg/ietf on venera.isi.edu
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1.1. FUTURE IETF MEETING SITES

1.1 Future IETF Meeting Sites
Spring 1992

San Diego Supercomputer Center
Host: E. Paul Love, Jr. and Hans-Werner Braun
March 16-20, 1992

Summer 1992

Massachusettes Institute of Technology
Host(s): Dave Clark and James Davin
July 13-17, 1992

Fall 1992

U.S. Sprint
Host: Robert Collet
November 16-20, 1992 (tentative)

Spring 1993

OARnet and Ohio State University

Host: Kannan Varadhan
March 1993 (tentative)

Summer 1993

CRIM
Host: Darren Kinley
TBD

17
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1.2 On Line IETF Information

The Internet Engineering Task Force maintains up-to-date, on-line information on all its ac-
tivities. This information is available via FTP through the NSFnet Service Center (NNSC)
and through several “shadow” machines. These “shadow” machines may in fact be more
convenient than the NNSC. Procedures for retrieving the information are listed below.

Directory Locations

Information pertaining to the IETF, its working groups and Internet Drafts can be found
in either the “IETF” Directory or the “Internet-Drafts” Directory. (For a more detailed
description of these Directories, please see Section 1.2.1 and 1.2.2). To retrieve this infor-
mation via FTP, establish a connection, then Login with username “anonymous” and the
password requested by the system. This password will either be your login name or “guest”.
When logged in, change to the directory of your choice with the following commands:

cd ietf
cd internet-drafts

Individual files can then be retrieved using the GET command:

get <remote filename> <local filename>
e.g., get 0OOREADME readme.my.copy

East Coast (US) Address: nnsc.nsf.net (128.89.1.178)
West Coast (US) Address: ftp.nisc.sri.com (192.33.33.22)

Internet Drafts are available by mail server from this machine. To retreive a file mail a
request:

To: mail-server@nisc.sri.com
Subject: Anything you want

In the body put a command of the form:
send internet-drafts/lid-abstracts.txt or
send ietf/1wg-summary.txt
Pacific Rim Address: munnari.oz.au (128.250.1.21)
¢ The Internet Drafts on this machine are stored in Unix compressed form (.Z).

Europe Address: nic.nordu.net (192.36.148.17)

o This machine will accept only an email address as the password.
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1.2.1 The IETF Directory

Below is a list of the files available in the IETF Directory and a short synopsis of what each
file contains.

Files prefixed with a 0 contain information about upcoming meetings. Files prefixed with a
1 contain general information about the IETF, the working groups, and the Internet Drafts.

FILE NAME

Omtg-agenda The current Agenda for the upcoming IETF plenary, containing
scheduled Working Groups meetings, Technical Presentations and
Network Status Reports.

Omtg-at-a-glance The announcement for the upcoming IETF plenary, containing spe-
cific information on the date/location of the meeting, hotel/airline
arrangements, meeting site accommodations and meeting costs.

Omtg-rsvp A standardized RSVP form to notify the secretariat of your plans to
attend the upcoming IETF meeting.

Omtg-sites Current and future meeting dates and sites for IETF plenaries.

lid-abstracts The Internet Drafts currently on-line in the Internet-Drafts Direc-
tory.

lid-guidelines Instructions for authors of Internet Drafts.

lietf-description A short description of the IETF, the IESG and how to participate.

lwg-summary A listing of all current working groups, the working group Chairs

and their email addresses, working group mailing list addresses, and
where applicable, documentation produced. This file also contains
the standard acronym for the working groups by which the IETF
and Internet-Drafts Directories are keyed.

Finally, working groups have individual files dedicated to their particular activities which
contain their respective Charters and Meeting Reports. Each working group file is named
in this fashion:

<standard wg abbreviation>-charter.txt
<standard wg abbreviation>-minutes-date.txt

The “dir” or “ls” command will permit you to review what working group files are available
and the specific naming scheme to use for a successful anonymous ftp action.
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1.2.2 The Internet-Drafts Directory

The Internet-Drafts Directory has been installed to make available, for review and com-
ment, draft documents that will be submitted ultimately to the IAB and the RFC Ed-
itor to be considered for publishing as RFC’s. These documents are indexed in the file
lid-abstracts.txt in the Internet-Drafts Directory. Comments are welcome and should be
addressed to the responsible person whose name and email addresses are listed on the first
page of the respective draft.

The documents are named according to the following conventions. If the document was
generated in an IETF working group, the filename is:

draft-ietf-<std wg abrev>-<docname>-<rev>.txt , or .ps

where <std wg abrev> is the working group acronym, <docname> is an abbreviated version
of the document title, and <rev> is the revision number.

If the document was submitted for comment by a non-IETF group or author, the filename
is:

draft-<author>-<docname>-<rev>.txt, or .ps
where <author> is the author’s name.

For more information on writing and installing an Internet Draft, see the file 1id-guidelines,
“Guidelines to Authors of Internet Drafts”.



22

CHAPTER 1.

IETF OVERVIEW



1.3. GUIDELINES TO AUTHORS OF INTERNET DRAFTS 23

1.3 Guideline‘s to Authors of Internet Drafts

The Internet-Drafts Directories are available to provide authors with the ability to distribute
and solicit comments on documents they plan to submit as a Request for Comments (RFC).
Submissions to the Directories should be sent to “internet-drafts@nri.reston.va.us”.

Internet Drafts are not an archival document series. These documents should not be cited
or quoted from in any formal document. Unrevised documents placed in the Internet-
Drafts Directories have a maximum life of six months. After that time, they will either be
submitted to the RFC editor or will be deleted. After a document becomes an RFC, it will
be replaced in the Internet-Drafts Directories with an announcement to that effect for an
additional six months.

Following the practice of the RFCs, submissions are to be sent in ASCIL. Postscript is also
acceptable, however, we still require the submission of a matching ASCII version (even if
figures must be deleted) for readers without postscript printers and for on-line searches.

Internet Drafts are generally in the format of an RFC. There are differences between the
RFC and Internet Draft format. The Internet Drafts are NOT RFC’s and are NOT a
numbered document series. The words “INTERNET DRAFT” should appear in place of
“RFC XXXX” in the upper left hand corner. The document should NOT refer to itself as
an RFC or a Draft RFC.

The document should have an abstract section, containing a two-to-three paragraph de-
scription suitable for referencing, archiving, and announcing the document. This abstract
will be used in the id-abstracts index and in the announcement of the Draft. The abstract
should follow the “Status of this Memo” section.

The Internet Draft should neither state nor imply that it is a Proposed Standard. To
do so conflicts with the role of the IAB, the RFC Editor and the IESG. The title of the
document should not infer a status. Avoid the use of the terms Standard, Proposed, Draft,
Experimental, Historical, Required, Recommended, Elective, or Restricted in the title of
the Internet Draft. These are common words in the “Status of the Memo” section and may
cause confusion if placed in the title. If the Internet Draft becomes an RFC, the “Status of
the Memo” section will be filled in by the RFC editor with a status assigned by the IAB.
As an Internet Draft, that section should contain a statement approximating one of the
following statements:

1. This draft document will be submitted to the Internet Activities Board as a standards
document. This is a working document only, it should neither be cited nor quoted
in any formal document. This document will expire before <Date, six months from
current date>. Distribution of this memo is unlimited. Please send comments to
<working group mailing list>

2. This document will be submitted to the Internet Activities Board as a Proposed
Standard. This document defines an experimental extension to the SNMP MIB.
Upon publication as a proposed standard, a new MIB number will be assigned. This
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is a working document only, it should neither be cited nor quoted in any formal
document. This document will expire before <Date, six months from current date>.
Distribution of this memo is unlimited. Please send comments to <working group
mailing list>

3. This draft document will be submitted to the RFC editor as an informational docu-
ment. This is a working document only, it should neither be cited nor quoted in any
formal document. This document will expire before <Date, six months from current
date>. Distribution of this memo is unlimited. Please send comments to <working
group mailing list>

4. This draft document will be submitted to the RFC editor as an experimental protocol.
This is a working document only, it should neither be cited nor quoted in any formal
document. This document will expire before <Date, six months from current date>.
Distribution of this memo is unlimited. Please send comments to <working group
mailing list>

If the Internet Draft is lengthy, please include on the second page, a table of contents to
make the document easier to reference.
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2.1 Standards Progress Report

Between the July meeting hosted by BellSouth in Atlanta and the November meeting hosted
by Los Alamos National Laboratory, there have been many IETF originating protocols and
informational documents published as RFC’s.

In preparation for the many upcoming routing protocol documents, the IESG published a
checklist for advancing routing protocols.

RFC 1264 Internet Routing Protocol Standardization Criteria

The Open Shortest Path First Version 2 was elevated to Draft Standard status.

RFC 1245 OSPF Protocol Analysis

RFC 1246 Experience with the OSPF Protocol

RFC 1247 OSPF Version 2

RFC 1253 OSPF Version 2 Management Information Base

Several versions of the MIB were released prior to RFC 1253.

The Border Gateway Protocol Version 3 was elevated to Draft Standard status.

RFC 1265 BGP Protocol Analysis

RFC 1266 Experience with the BGP Protocol

RFC 1267 A Border Gateway Protocol 3 (BGP-3)

RFC 1268 Application of the Border Gateway Protocol in the Internet

RFC 1269 Definitions of Managed Objects for the Border Gateway Protocol

Network Management

RFC1270 SNMP Communications Services
RFC1271 Remote Network Monitoring Management Information Base
RFC1272 Internet Accounting: Background

Internet Control

RFC1254 Gateway Congestion Control Survey
RFC1256 ICMP Router Discovery Messages
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2.2 Minutes of the Open Plenary and IESG

Agenda:

¢ IETF Protocol Actions
¢ TAB Meeting Report
e Open Plenary

IETF Protocol Actions

X.400

Two X.400 documents were presented for Proposed Standard status. These were “Mapping
between X.400(1988)/ISO 10021 and RFC 822" and “X.400 1988 to 1984 Downgrading”.
The IESG had discussed these documents and found them to be necessary pieces to deploy-
ing an X.400 infrastructure in the Internet. These documents were discussed within the
Rare community and were found to be reasonable. No objections were raise in the Open
Plenary session.

Router Requirements

The Router Requirements documents were not ready for “Prime Time”. A presentation
was made by Philip Almquist earlier in the week. The intention was to issue the set of
documents one last time after the November 1991 IETF, and submit them to the IAB
before the March 1992 IETF.

TAB Report

The Internet Activities Board (IAB), the parent organization to the IETF, held a meeting
during the IETF Plenary. Vint Cerf gave a report of that meeting to the Plenary. In brief,
the IAB approved the IESG recommendation that OSPF be designated as the “common”
Internet Interior Gateway Protocol. The IAB also approved the long awaited RFC 1108
DOD IP Security Option as a Proposed Standard.

Digital Equipment offered the SPX authentication technology to the IETF. A letter was
written by DEC granting the IAB change control of this protocol. At this weeks meeting
the IAB accepted this generous offer.

With the observation that the DNS is still not being used by several communities who con-
tinue to rely on the hosts.txt file provided by the nic.ddn.mil, the IAB agreed to encourage
transition away from the static tables and towards the more modern DNS.
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Open Plenary

RFC Copyright Issues

The IETF mailing list prior to the Plenary meeting became quite active on the subject
of assigning copyright of the RFC’s. Vint Cerf made a brief presentation explaining that
the IAB and the now forming Internet Society are working on protecting the spirit of the
RFC’s. No final decision has been made as to the legal status of the RFC’s. Several goals
were identified and discussed. Among the goals of this effort are:

1. Preserve the freely available nature of the RFC’s. Once published they should remain
freely reproducible. Current copyright law can be read to require that the author be
contacted for permission to reproduce the document. This was seen as burdensome.

2. Protect against someone writing a “bogus” document and calling it an Internet RFC.

3. Protect against actions which would limit access to RFCs.

IETF/Internet Society Relationship

The Plenary discussed the relationship between the IETF, ISOC and INET ’92. While the
formal arrangements have not yet been completed, ISOC is intended to be the umbrella
organization under which the IAB and IETF will make standards. Membership in ISOC
will not be required to participate in the IETF standards making activities. The INET ’92
conference is a technical conference, not a plenary meeting of the Internet Society proper.
Internet Society business will be conducted on-line, except for balloting which requires
authenticated mail. The INET conference does not directly impact the standards making
activities of the IETF.

The Standards Process

Bill Simpson began a discussion of the current standards process. He expressed concern over
the multiple levels of approval required for standards. He proposed a radical restructuring
to include:

1. Flimination of the IAB as an active approver of standards to be replaced by an ISOC
rubber stamp,

2. Shortening the “last call” process by overlapping the “last call” and two week Internet
Draft posting period, and

3. Eliminating the Draft Standard Stage for protocols in favor of a simple proposed to
full standard progression.

These ideas were not adopted but led to further discussion of the current standards process.
Among the many ideas discussed was the relationship between the Internet Drafts and the
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various levels of standardization to the implementation and product development cycles.
The only concrete advice offered in the Plenary was to not ship products claiming to be
a standard based on an Internet Draft, since an Internet Draft is not a standard. Other
than that, the implementation of Proposed and Draft Standards is at the discretion of the
company.

The utility of Draft Standards was reiterated by many attendees who saw a Draft Standard
as a signal to implement. A Draft Standard has a demonstrated high level of confidence
while still not having met the full requirements of a Full Standard.

The popular misperception that all RFCs are Standards was discussed at length. Again,
attendees expressed their frustrations with this association, particularly on the part of
marketing folks and writers of Request-for-Proposals. Toward the goal of eliminating this
association, a new RFC sub-series, called an STD has been proposed. If adopted, all
standards will be given an STD number, and that number will remain constant through the
various versions as the protocols travel through the standards process.

The requirements for Proposed Standard were discussed. There is a wide mis-understanding
and a lot of folklore surrounding the implementation requirements needed for an Internet
Draft to become a Proposed Standard. This confusion is beginning to affect the timeliness
of documents. A Proposed Standard is required only to have a credible specification, and
to have demonstrated a significant constituency. Implementation is simply the best, but
not the only, means to demonstrate a credible specification. What this requirement means
varies from protocol to protocol and area to area. Routing protocols have a well specified
set of criterion, which in recognizing the complexity of routing protocols requires an im-
plementation to become a Proposed Standard. The Network Management Area follows a
similar principle for MIB’s, but it is less formal and not documented. Other protocol areas
are more ad-hoc, but in general, implementations are not required. ‘
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3.1 Applications Area

Director(s):

e Russ Hobby: rdhobby@ucdavis.edu
Area Summary reported by Russ Hobby/UCDavis
Area Overview

The Applications Area of the IETF is moving to bring multimedia capabilities to the Inter-
net. One Working Group in particular, The Internet Message Format Extensions Working
Group (822ext), has made great strides in this direction. This Working Group is finishing
the specifications to allow email to have multiple parts to the message where each part may
be text, image, audio, video or other types of information to be presented to the end user.
The Network News Transport Protocol Working Group (nntp) is working closely with the
new message format to bring these capabilities to the network news world. The Telecon-
ferencing BOF explored the idea of desktop video conferencing. The general goal of the
area is to define the protocols to create an interoperable multimedia distributed computing
environment for the Internet.

Internet Message Format Extensions

The Working Group is finishing the document on multi-part mail messages that will replace
RFC 822, and plans to submit the document as a Proposed Standard in early January. This
will complete the work of the group.

Internet Mail Extensions

The Working Group has a new Chair, John Klensin (MIT). The Group had to decide if
progress could be made towards a method to allow eight bit characters in SMTP. The
Group decided to define 2 means for negotiating the transport of eight bit characters. It
was thought that the method could also be useful for negotiation of other items, such as
allowed message size.

Network News Transport Protocol

This Working Group did not meet in Santa Fe, but has been making good progress on the
mailing list and has a document about ready to be issued as an Internet Draft.

Automated Internet Mailing List Services

Unfortunately the Chair of this Working Group, David Lippke, had to resign due to a
reassignment of work duties. The Group will be on hold until a new Chair is found.
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Network Fax

The Working Group finished work on the image format to be used for transporting FAX on
the Internet. The Document will be available as an Internet Draft soon.

Network Database

The Working Group continued work on the definition of SQL transactions over TCP/IP
networks. The Group is small and there needs to be involvement from other SQL imple-
mentors.

TELNET

The Working Group made further progress on authentication and encryption for TELNET
sessions. It was decided that authentication and encryption need to be closely tied together
in operation.

Teleconferencing

At this BOF several individuals presented work being done on teleconferencing over the
Internet. After the presentations there was discussion on how the problem can be broken
in work that can be done by various working groups. One working group was created to
define methods for real-time transport of audio and video.
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CURRENT MEETING REPORT

Reported by Russ Hobby/UC Davis
Minutes of the Teleconferencing BOF (TELECONF)

There has been considerable discussion about using the Internet in support of remote confer-
encing. Ideas range from using the network to provide a shared workspace, such as common
document viewing and editing, to full motion video conferencing. The BOF in Santa Fe
was intended to bring together people that are doing current research in the area and to
see if a common direction can be found. Several researchers presented their work.

Steve Casner/ISI presented an overview of multimedia conferencing including work that
has been done on the Terrestrial Wideband Network and DARTnet. Paul Milazzo/BBN
talked about their efforts with workstation based video windows. Hans Eriksson/SICS
told the Group about their efforts with the MultiG - research program which is working
toward a Collaborative Desktop and Telepresence. Sze-Ying Wuu/Bellcore explained the
workings of their Touring Machine, as a system for the management of mixed multimedia.
Yee- Hsiang Chang/MCNC told the Group about their project to use packet video for
use on the Concert network. Peter Kiestein/UCL provided information on the meeting on
International Multimedia Conferencing held at ISI on November 13, 1991.

After the presentations there was discussion about the various parts of multimedia confer-
encing and how the job of creating a working system may be broken into manageable tasks.
It was suggested that there are four areas of work:

1. Shared Workspace. This includes things like shared whiteboards, editors and gener-
alized windows for viewing other applications.

2. Conference Management. This concerns conference setup, connection management
and coordination for the various parts of the overall conference.

3. Transport Formats. This will define the formats of media (i.e., video, audio, image)
and how they are to be transported over the network.

4. Data Delivery. This area needs to address the service guarantees needed by real-time
data and to provide reliable multicast capabilities.

A new working group, chaired by Steve Casner, was created to coordinate work being done
on the transport formats of video and audio over UDP. It was recognized that UDP does
not provide the necessary service guarantees for real-time data. However, it was viewed
that useful work could be done over UDP on lightly loaded networks until a better means
of data delivery is made available.

It was felt by the Group that the IETF should continue work in these areas and should be
coordinated with other standards groups.
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A Roadmap to Internet Multimedia Conferencing

Where are we now?
Where do we want to go?
How do we get there?

S. Casner
19-Nov-91

Where are we now?

w “Experimentally operational” conferencing on TWBnet

u DARTnet packet audio & video, resource mgmt experiments
® SICS MultiG project: packet audio & video, shared workspace
» UPenn has reported packet audio acress internet

e InterOp demo of remote radio from Australia

w There must be lots of LAN hacking with SPARCs, NeXTs ...
o needto org‘anlzelstandardlzo some of this activity

Terrestrial Wideband Net and Conference Sites

Packet Voice and Video Hardware

SPARCstation

Echo 1 Voice
Cancel i 4 Codec

T

Voice

1
: H

H A '

@—L. 4 {Packeuzer| |
H i

- ‘
& H .
3 H

'

Fos] Video

Codec 5 Video
@_ i |Packetizer

DARTaal T! _
Router

37

The DARPA Research Testbed Network (DARTnet)

Bay Area  Los Angeles Wash.DC Boston

R?@R
A B © @

PARC  SRI LBL isi UDe!

BBN MIT

T1 (1.5Mbrs) lines: Cross-country spine + tail circuits

Routers: Sun SPARCstation 1+

Conterencing Experiments on DARTnet

a Weekly audio conferences using UDP and 1P multicast

w DES encryption added for privacy with iP multicast

w Packet audio using ST-II also tested on all nodes of DARTnet
® Packet video between S| and BBN using ST-II on SPARCs

® Packet video between MIT and PARC using UDP on 386 PC




Where we are

w» High cost -> few sites on TWBnet —> shared rooms
w» “Personal Conferencing” on workstations is being deveioped

® Experiments are planned on DARTnet in several areas

How do we get there?

E-mail discussion showed 3 areas of interest for possible WGCs:

e Enable distributed IETF meetings for reduced travel and
increased intemational participation — may use existing
technology

w Shared workspace, plus telephone initially

v Develop real-time packet audio and video over Internet

® Connection (or session) management

Where do we want to go?

Dave Farber: “Maybe @ good activity for the IETF (the
community) would be to make the technology capabie of
supporting such a meeting [IETF]."

Jack Haverty: “How can Internet technologies, in the fuzziest
definition, be used to support the processes involved in the
IETF activities?”

» Widespread personal teleconferencing over intemet

Enabling Distributed IETF Meetings

@ Explore the use of commercial services, covering the costs
{using the Internet would be great, but is not necessary)

o Start with speakerphones to bring in non-attendees?

® Can we find a set of sites capable of multiple simultaneous
WG teleconferences? Is that the right model?

® How to manage time zone differences: Async conferencing?

® Some human factors work (VO devices, mics, echo cancellers)
may apply to {ETF meetings and personal conferencing, too

Shared Workspaces

Some existing systems may be ready for deployment:

® MMConf (used in TWBnet system) — replicated architecture
® Shared X (HP, DEC, Belicore, others) — centralized arch.

w SICS Mdraw — open floor, ISIS for consistency

® Commercial products (PC links, MacMICA, Aspacts)

Plus group activity applications to be built upon these platforms.

» Tablets or touch screens may be imporiant

Real-Time Packet Audio and Video

Requirements in several areas:
®© End-system hardware, especially video codecs
w Development and deployment of high-BW nets (T3, ATM)

= Network protocols for real-ime services (at IP level):
« Resource mgmt. in hosts, on LANs
« Resource mgmt. in routers, intra-domain and inter-domain

® Audioideo transport/application protocols

Operating System scheduling for real-time processes
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Video Codecs are a Roadbiock!

Need Cooperation Among Researchers and Vendors

¢ Boxlevel codecs {(e.g., PictureTel) are too expensive

= Concept is good for experiments but is a dead-end product

a IS has two DIME board prototypes from Sun (DVI chipset)

» JPEG chips are in NeXT, Parallax but don’t compress enough

® H.261 and MPEG coding standards are coming, then real
products buit into workstations

® Can do low-cost, low-performance video with frame grabbers
(e.g., VideoPix) and simple software compression initially

® Wecan'tdoit all.
« Need workstation mfrs to build in audio and video
compression plus camera, video windows, mic, speaker
® Workstation vendors can't do it all either...

o Need widespread, standardized network protocols to allow
interoperation and achieve critical rnass

o Not motivated to make heterogeneous configurations work

Protocols for Real-Time Services: Under Construction

Take a Shortcut; Start with UDP

® Soft state and hard state schemes for resource management
e Van Jacobson and Dave Clark (soft state)
e ST-ll (hard state) plus resource management mechanism
o Lixia Zhang's Flow Protocol is an example mechanism
« Berkeley (Anderson) Session Reservation Protocol (SRP)
Must scale:
» To wide deployment

u To gigabit speeds

® UDP will work fine in some places at somse times:
T3 backbone, fightlyloaded T1's and Ethemets

® Use simple TOS-based priority and IP multicast where available

w Buffers can accommodate seconds of delay; people might not!
(8 KB per second for PCM audio)

w Congestion discard is a bigger problem, need loss < 1%

Need a Highway Patroll

= How do we control usage with no flow control mechanism?
e Well-behaved TCPs will pull aside for the UDP road hogs

® Usage seems likely to grow until quality degrades, leaving a
service that's not useful

Audio / Video Transport / Application Protocols

« Several UDP-based implementations already exist, using
incompatible header formats

o First step is to design 2 common header format
e s there a light-weight, realtime transport protocol hiding here?

® Integration of synchronization mechanism for inter-media and/or
inter-site synchronization (e.g., BBN's Synchronization Protocol)
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Next Stop: Connection (Session) Management

interface Management —n— P/ JDP

Summary

Enabiing technology is both hardware and software:
» DV, H.261, MPEG video codec chips and boards

® T3 and ATM to provide high-bandwidth network infrastructure,
but we need resource management protocols, too

® Shared Workspace development and standardization

s Connection management protocols and user interfaces to
make conferencing easy to use

® Operating system support to integrate all of this
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+ Current implementations
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+ Research interest
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« Collaborative
+ SKCS, KTH, Ericsson, Televerket, ...
« High-Speed stuft
+ n'Gb/s
« trom the fibsr o the application
* host interiaces
* networkAransport protokols
« distributed awsttimedia support
e Desiip
« 30: Teleprasenca ( reality)

Current implementations

« Sharing workspsce
* Mdraw
* N-way - X11~1SIS
« Persons! Communication
 PicturePhoneTatk
« 2-way - video/audio - TCP
« Teleconierenca (Dec 16)
« N-way - video/audio - UDP

+ CoDe

« protype of some 1ools for CSCW

« audio, group-map, answering machine

« Combo

« PPTak

+ MOraw (telapointer)
* Later

« Telepresence conlerence

Pilots

« SICS ~~ KTH
+ Ether ~ FDDI - Ether
+ SICS - Erlcsson — Telia
« local FDDIs interconnected with 34Mb/s
+ SICS ~ Qslo Univeristy
« via NORDUnet (256kb/s)
« UCL, iS1, DARTnet ...

Different Scenarios ~ different compromises

« Catching TV brosdcast
+ teal-ime -~ only one chance
+ Conference
« Brainstorming
+ high interaction -> low latency
- Coliegues
+ whatthey say
« Negotations
« how they say it
< Lecture
« low interaction -> latency not imponant
« pupils-teacher -> video imporiant -> high bandwidth
« Meeoting
+ a mix of the above
* 3 sequence of mini<ectures

Research lnterest(}{ )
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« brainstorming
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+ Heterogenous networks
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TOURING MACHINE:

Distributed Systems for Multimedia Communication

Mauricio Arango, Peter Bates, Jane Cameron, Brian Coan,
Gita Gopal, Nancy Griffeth, Gary Herman, Takako Hickey,

Wil L.eland, Victor Mak, Lilllan Ruston, Mark Segal,
John Unger, Mario Vecchi, Abel Weinrib, Doris Woods,

Sze-Ying Wuu
Belicore
— Rellagle, low-speed Y
-  Constrained latency, high-speed
New Touring Machine Features Software Architecture
Applicati P g Intertace (AP1)
. '1anguage'?or writin? multimedia communications applications
- reflects separation of application policy from network mechanism Long-lived oblects
s‘w':‘&,%’"“‘ of media Station Manager (optionat) e i
- video * implements resource-sharing AvoRcastone Srogramming ertess
- data policies among clients
Fully integrated name server Station Ob D) D)

* name and access transient objects
{e.g.. communications sessions)
Rich network Infrastructure
= multiple switches (routing, etc.)
* all of specialized hardh (e.g.. bridges)

New Applications
« Multimedia Telecommunication Service (MTS)
+ CRUISER™ service (2146)
+ RENDEZVOUS™ system (2146)
+ Touring Messaging

* Match Maker

AW 1S

— i

. quovides interface to Touring
achine

* manages station ports
Resource Manager

«+ allocates physical resources
Resource objects

« control physical resources
Name Server -

+ repository for static and

dynamic system inforration

Aw 1ngm

Software Architecture

Iransient Oblects

Session Object
« site for negotiation between
clients

*maintains logical state of
session
Transport Object
« maintains logical-to-physical
mapping for session

Application Programming Interface

Client registration
(zegisterClient <token> <clientName> <regAction>+)
(registerChange...)
- initiate and authorize client interaction with Touring Machine
+ regisier endpoints (audio, video, data)
Session establishment and modification
(sessionCreate <token> <sessionName> <clientID>
<sessionAction>+)
(sessionChange...)
- associate clients, negotiate “call”
« establish connecters between sources and sinks
Local resource control
(endpointMap, endpointUnmap, portCreate,
endpointAssign)
+ map and unmap endpoint to assigned port
* create port (data)
+ assign endpoints to ports

Name server queries (nsQuery... <keys> <attributes>)
Inter-client message forwarding (messageSend)
Error notification (errorNotify...)

AW i3
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MCNC

B>

Pocker Video Project

Packet Video Projecs

>

Private non-profit corp

« To promote the growth of education and
research in North Carolina institutions

« To foster the economic development of
North Carolina

Packet Video for Videoconference
Project at MCNC

Yee-Hslang Chang, Ph.D.
Resident Scientist, C Research
MCNC Center for Communications

Center for Microelectronics
Communications Center
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)
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» VISTAnet, gigabit network testbed

- Shared workstation, X windows shared space

+ Packet Video, sclentific vl

* ATM, sup puting g Y

Virtual proximity
rked to supercomputing

MCNC Center for Communications:

MCN r Communications:
CNC Sorter fo ; CONCERT Video Network Packet Video Praject

CONCERT Data Network Poctet Video Project

B>

>
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— Two-way Video Channe! - Medical

© Oom Cruss Conmacs Smacres
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Multimedia Conferencing Using Packet Video Objectives
é over the Internet Packet Video Project Packer Video Project
NIDNC)
« Deliver current CONCERT analog videoconference capability in digital
Internet T3 envir t, using dard CODEC equipment.
- Investigate subset capabliities for T1 and sub-T1
- investigate workstations as muitimedia devices
- A plish In five ph over a two year period
- Start in January, 1892
« Pertorm work through a consortium ot Industry and university
members.
«+ Utllize emerging video dards and d muiti-vendor
compatibility/interoperability.
. Stimulate development of video application platforms and
applications.
. the develop t of clal workstations as effective
multimedia devices.
A Schedule @ Schedule (Continued)
Packet Video Project Packet Video Project
AONG ey
Phase li:
1992 1983 * R ftocatl h latency control, and
' [ | l [ | l scheduling algorithms at routers.
‘ T l T I wgeaslonlgy«l:;oﬁwarf?w
« Presentation layer software.
""',:..n-— + Error control ﬂy:'anspon layer.
Prase 7 ESEIANENANEINS Phase Ui:
Poase IV + Rellable and unreliable IP muiticast.
PV N - 1P muiticast routing
- R Mocatl ! y control { d from Phase
il for further rofinements).

Phase I:

« Equipment and laboratory setup. It also includes the task of
writing software that will serve as programmable impairment
inducer.

« Performance t for impr t:

« Tratfic pattern measurement for different compression schemes.

).
« Prasentation layer software (continued from Phase i for turther
rofinements).

thTN: n .

+ Application software.
Phase V:

« Hardware specifications of the new muitimedia workstation.

+ Software ifications (e.g., operating systems and X window)
for the multimedia workstation.

1
son.

P

Phase |
Packet Yideo Profect

To/From
videocon{erence facility

« Evaluate avaliable codecs based on the perceived picture quality,
delay, and the tratflc pattern.

« identity the areas for improvement.

B>

Phase Il

Packet Video Project

User space

Operating
system

Hardwars
tayer
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A

Phase Il (Continued)

Packet Video Project

layer: simple prog to read/write data from character

devlco driver/network lnteriace

Prmmatlon layer. data butfering, smoothing, and
for the ived data, and data conversion to/from
ox!emu data representation for the sent and received data .

< T

. layer: vid Initiating, terminating,
]olning, Ioavlng and provlsion!ng. The provisioning function

the type of equip at all sites and the assoclated

network bandwidth fot the quality of service.

" 1 1

+« The H ion layer software will be built into

multimedia appllectlon librarles.

Transport layer: error control for muitimedia application (e.g.,
forward error correction).

Notwork layer resource allocation, and latency control
and i

.

acket Video Project

A Resource Allocation and Latency Control
SATING

« Bulld on the llroady installed base of IP
-~ The lented vs. lonl

the " 1 4 t

Issue is irrelevant to
(DARTnet).

+ Delay tolerance

- 400 - 600 ms round trip delay

- Four sources
coder delay: time to code/compress or decode/decompress
signal propagation: time to travel down the wire
gwitch butfers: delay through the router queues
{itter compensation: max time each packet must wait In a buffer

to malntaln isochronous delivery to the application

We will i pl 1t the scheduling
algorithm at routers.
’ ' Phase lli
Resource Allocation and Latency Control A Packet Video Project
A (Continued) Packes Video Project ~onS o
AT Audio
Delay Prediction: A single queue to represent T3 network 3
50 videochatercace faclty
s ;
4
33 -0 pewrity N g
3
"':" o 2 O wigh priority
ms) 20 TGE"NU
'8 / : “+*Low priority videocoa! Iacility
I: ‘/
P et
00.5 06 07 €8 09 099 m Lowapeed Mﬂkm
ArTival FaLe/secVICE TaLE j I network Interface &
videocaslenease tacilty

« Adding a priority mechanism greatly helps the resource avallability.

« Delay will be limited if the real-time tratfic is limited to a portion of the
total trafflc.

« Multicast routing.
«+ Reliable and unreliable muiticast.
« The impact of congestion on muiticast.

)

Phase V

Packes Video Project
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« Hardware specifications of the new multimedia workstation.

- Software specifications (e.g., operating systems and X window) for
the muitimedia workstation.

Phase tV

Packet Video Praject

A

« We expect better codecs are coming cut and we will try them.

1 other p \s such as VMTP and XTP on

top of IP.

. E

rt pr

« Application program for network management and control:
this software will enable the network tperator to control
bandwidth, routing, and video resolution at multiple site.

45
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3.1.1 Distributed Scheduling Protocol (chronos)

Charter

Chair(s):

Paul Linder, 1indner@boombox.micro.umn.edu

Mailing Lists:
General Discussion: chronos@boombox.micro.umn.edu
To Subscribe: chronos-request@boombox.micro.umn.edu
Archive: /pub/chronos @boombox.micro.umn.edu

Description of Working Group:

The Chronos protocol Working Group is chartered to define a protocol for the
management of calendars, appointments and schedules over the internet. In
defining this protocol, several questions must be addressed. The role of the
calendar administrator must be defined. Differing levels of security need to be
specified to allow maximum functionality yet still allow privacy and flexibility.
The scope of the protocol should also be evaluated; how much burden should we
put on the server, on the client? Additionally the behavior of multiple chronos
servers must be analyzed.

This protocol should be able to be developed and stabilized within 6-8 months,
since there is already a draft specification to work from. The process is subject
to extension if many new features are added, or more revision is needed.

Goals and Milestones:

Jan 1991

Feb 1991

Mar 1991

Jul 1991

Review first draft document, determine necessary revisions. Follow up discus-
sion will occur on mailing list. Prototype implementations.

Make document an Internet Draft. Continue revisions based on comments
received over e-mail.

Spring IETF meeting. Review final draft and if OK, give to IESG for publica-
tion as RFC. Begin implementations.

Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.
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3.1.2 Internet Mail Extensions (smtpext)
Charter

Chair(s):

John Klensin, klensin@infoods.mit.edu

Mailing Lists:

General Discussion: ietf-smtp@dimacs.rutgers.edu
To Subscribe: ietf-smtp-request@dimacs.rutgers.edu
Archive: “ftp/pub/ietf-smtp-archive:dimacs.rutgers.edu

Description of Working Group:

The SMTP Extensions Working Group is chartered to develop extensions to
the base SMTP protocol (RFC821) to facilitate the more efficient transmission
of 8 bit text and binary data. Among the extensions to be considered to
SMTP are the elimination of the ASCII text character restriction and line
length restriction to allow the sending of arbitrary 8 bit character sets, and the
definition of mechanisms to facilitate binary transmission, and extensions to

49

the negotiation sequence to facilitate batch transmission.

Goals and Milestones:

Done

Aug 1991

Aug 1991

Dec 1991

Mar 1992
Mar 1992

Review the Charter of the Group. Determine if changes to SMTP are neces-
sary. Discuss the needs for backward compatability, and interoperabiliy. This
discussion will be held by email.

Discuss the elimination of the 7 bit restrictions in SMTP, and the implications
of removing this restriction in terms of interoperation.

Discuss the issues involved with binary transmission. Determine whether a “bi-
nary” mode should be pursued, and whether the SMTP line length restriction
should be eliminated.

Write a document specifying the changes to SMTP agreed to by the Group.
Post as an Internet Draft.

Review and finalize the SMTP Extensions document.

Submit the SMTP Extensions document as a Proposed Standard.

Internet Drafts:

“SMTP Extensions for Transport of Enhanced Text-Based Messages”, 07/10/1991,
John Klensin <draft-ietf-smtpext-8bittransport-02.txt>
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CURRENT MEETING REPORT

Reported by John Klensin/MIT
Minutes of the Internet Mail Extensions Working Group (SMTPEXT)

The meeting on the 19th was long, and very intense. The result was a narrowing of the
focus on the transport extensions. The meeting began with Greg Vaudreuil introducing
John Klensin and handing over the Chair. Klensin then announced that the Meta-Agenda
for the day was to either focus sufficiently so that a clean plan and schedule could emerge
or be able to report that the Working Group was going nowhere and should be abandoned.

Klensin then introduced a decision model for the major options facing the Working Group.
That model was refined somewhat in Group discussion and appeared as follows:

Negotiate
I | | |
Yes No Can’t decide Decide not to
I U SO I |
S P Pk Prime | | |
I | S P I | ? |
RFCZZZZ 7 Prime | | [ ommm e e |
bis bis | | - |
| | I I
v v Let 1000 flowers v
Q Q bloom New protocol 7%

e

Notation:

7% -> Need to make a plan

@ -> Need to consider--or abdicate--damage control for ‘‘old’’ systems,
especially wrt blowups and information loss.

¢‘prime’’ refers both to the specific proposal from Robert Ullman and
David Robinson to the class of proposals who share the concept that
existing €‘8 bit clean/8 bit transmitting’’ implementations are
acceptable, should be encouraged, and should be joined by others.



3.1. APPLICATIONS AREA 51

Considerable discussion ensued. There was no sympathy expressed for the sending of un-
negotiated 8bit data as a long-term strategy, but a general understanding that it was un-
desirable to leave existing implementations that do that without plausible transition paths.

The Working Group concluded that the receipt of data with the 8th bit set but without
negotiation was an error, and proceeded to analyse the error states. The conclusion was
that an originating SMTP client was non-conforming if it transmitted any data with the
8th bit set without prior negotiation and agreement. A destination server receiving such a
message could respond in one of three ways and be conforming:

1. Reject the message as an invalid transport case, presumably using a 520 error code.

2. Deliver the message in 8bit form. This option requires that the MTA “know” that
such delivery can be accomplished accurately (i.e., without loss of information). This
would normally be the case when both delivery MTA and UA were in a “8bit clean”
environment.

3. If sufficient information is available, downgrade the message to 7bit RFC-XXXX.
Since the Working Group did not consider it acceptable to “guess” at what the char-
acter set might be, or to make an assumption based on, e.g., the sending or receiving
country, the “sufficient information” condition will in general be met only if the in-
coming message is already in valid RFC-XXXX format.

If a message with leading bits set arrives at a relay host without prior negotiation, the
relay has the additional option of transparently forwarding that message. The destination
host is no worse off in this case than it would be had the message been sent without the
relay. In other words, the Working Group agreed that there was no significant benefit
in imposing additional requirements on relays for policing protocol conformance. Relays
would, of course, retain the options of rejecting or downgrading, as provided in (1) and (3)
above.

There was then general agreement that “doing nothing” was undesirable. For some people,
the above analysis was acceptable only if the Working Group proceeded to define and agree
upon a negotiation model; others were convinced that the analysis and agreement was useful
in itself.

The various large scale options of RFC-ZZZZ (November 6th draft) were then reviewed,
with backward references to the pre-St. Louis version of that document. The options of
“new protocol” and “move more rapidly toward X.400” were raised as alternatives, but
quickly dismissed in the context of the current charge of the Working Group, since they do
not address the very real issues of existing 8bit transport over existing ports and protocols.

The session on November 21st began with a review of an intermediate draft of RFC-ZZZZ
which Klensin had prepared to incorporate the changes agreed to on the 19th. The meeting
then went through an interim “outstanding issues” list, eliminating many of the issues and
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deferring others. As one might expect, some issues were controversial, others were not. A
review of the interactions between SIZE and the capabilities concept introduced on 19th
led to the partial restoration of the former while retaining the latter.

The morning’s greatest controversy was over exactly what requirement to impose for the ca-
pability for conversion from 8bit to 7bit transport forms in mail relays. The issue is complex
because it is seen by some as an issue of keeping mail relays simple and, in particular, not
requiring that each one have gateway capability, and by others as an issue of increased mail
interoperability (or of avoiding decreased interoperabiliy). After lengthy and sometimes
heated discussion, it was agreed to adopt a rule designed to reduce as much as possible the
chance of deferred rejection of 8bit mail as a result of encountering an 8->7 boundary. A
host accepting 8bit mail is not permitted to have the mail later rejected as a result of a
conversion requirement. This means, in essence, that any host accepting 8bit mail must
either be able to guarantee (through out-of-band information) that it can make final 8bit
delivery to the addresses in the message, or must be prepared to arrange for conversion to
seven-bit form. The Working Group understands that the conditions for guaranteeing an
unobstructed 8bit path can rarely be met in practice and that this requirement means that
a mechanism for conversion to 7bit forms is therefore essentially a requirement of a host that
is implementing server support for the SMTP “emal” verb. Probably the only exception
that does not depend on considerable out-of-band information and very early verification
of addresses would be for a server that supported only local delivery, with no capability for
relaying, automatic forwarding, or providing mail exchanger services for other hosts.

There was then a discussion of newly-written “packetized data stream” and “binary” pro-
posals by Neil Katin. The discussion of the former was carried far enough to reach general
agreement on a model: sending and acknowledgement (in a request-and-wait mode, par-
alleling DATA) of a “packet mode” command. If that command is accepted, the sender
can send packetized streams of data using an introducing “packet N” command followed
by N octet of data without regard to line lengths or delimiters. Each packet would be
acknowledged by the server, but the model is designed so that these acknowledgements can
be handled asynchronously by the client (permitting batching). After each such packet, the
server would expect to receive either another “packet N” command; the “packet 0” com-
mand, indicating end-of-data; or RSET or QUIT. Lengths of packets would be as chosen
by the sender. The question of need for a receiver-imposed maximum packet length was
discussed. It was finally concluded that such sizes were not an issue given TCP buffering
capability; the issue will be revisited if anyone can identify a case in which server-imposed
restrictions are actually needed.

Agreement was reached in principle on incorporating packetized data stream (as described
above) and binary mail. Joint work with the 822-Extensions Group was done to provide
additional specifications for the handling of error messages that must be mailed back to
the sender (rather than reported as part of the SMTP transaction). These efforts will be
incorporated into RFC-ZZZZ if they converge rapidly enough and are appropriate; otherwise
they will be handled as separate documents.
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Specific conclusions about RFC-ZZZZ were:

1.

There is, at present, no real demand for transport forms wider than 8 bits or for
addressing the issues such transport would cause. The question will be revisited
when and if there is a requirement for such transport.

. It is important to clarify and establish an extension model for RFC821 now, even if

no substantive changes were incorporated into that extension model.

There is no demand for 8-bit versions of SOML and SAML, since it is unlikely that

- anyone would really want RFC-XXXX messages delivered directly to their screens.

An 8-bit version of SEND FROM is problematic, since such messages are typically
transported without headers, leaving ambiguitites about the character set in use as
soon as the characters are not clearly ASCIL. If and when there is demand and a
definition for an enhanced SEND, an extension can be proposed and considered.

As a result of (1) and (3), the marginal “cost” of a new transport variation (e.g.,
binary or ESND) becomes one verb, not four verbs. And, since there is willingness
to defer extended-width (past 8) entirely and predict that it will not be needed, the
complexities and additional states associated with the TYPE verb can be eliminated
by getting rid of that verb. This, of course, implies that EMAL limits the message
being transported to being one in which ASCII (with a leading zero bit) can be
successfully used in trace fields. That does not appear to be a severe restriction in
practice, regardless of the theoretical possibilities.

While the concept of a SIZE inquiry is desirable, it was felt that several other in-
quiries may be useful also and that it was not desirable to worsen the query-and-wait
transaction model. Consequently SIZE (as an inquiry) is to be removed and replaced
by a capability inquiry (CPBL) to which a server would return such information as
what size messages were normally acceptable and what other options were supported
in a canonical way. The format of the canonical response awaits further definition,
although there was sympathy for something of the attribute=value character. There
was also discussion about the implications of denial of the availability of a service
without general agreement other than a client should not “try anyway” if some capa-
bility were explicitly denied. There was also a discussion of the fact that some hosts
might wish to avoid giving out capability information as a security measure in order
to avoid disclosing operating system or similar information. This may imply that
hosts should be able to respond to a capability request by explicitly asserting certain
services, by explicitly denying them, or by providing no information (in which case
the client would normally behave as if the inquiry had not been made).

The SIZE verb, used to alert the server of the approximate size of a file that is about
to be transmitted, is retained. This verb serves two main purposes: early rejection of
large messages, rather than having to transmit them first and providing receivers



54

10.

11.

12.

13.

CHAPTER 3. AREA AND WORKING GROUP REPORTS

some ability to prepare for large messages. The latter may actually permit larger
messages to be delivered.

. Additional text should be put into the document that explicitly identifies the re-

sults of experiments with existing servers relative to handling of unknown verbs and
recommending behavior if commands are refused with syntax errors.

. The explanatory/discussion sections should be retained, although we may wish to

start identifying those that are intended for a final document separately from those
which are to be retained only during discussion.

Support of EVFY is required of any server that supports EMAL and support of CPBL
is required of any server that supports any enhanced capability (beyond those of
SMTP). For the latter, “support” is defined as the ability to return useful information
on which the client is expected to take action. Mechanisms for CPBL responses that
do not reveal information will be considered only if an explicit request or requirement
is received from the security area.

While enhanced trace field capabilities and requirements are needed if enhanced mail
features are not going to make it appreciably harder to identify and fix problems
(it is already bad enough), that material will be removed to a separate document
if agreement cannot be reached quickly enough. The Working Group identified one
specific concern, which is the need to bind conversion-tracing fields to RFC-XXXX
body parts, not whole messages, since some conversions will be performed one body
part at a time. The requirement for this body part header has been brought to the
attention of the RFC-XXXX authors.

The material on RSET and defining new FROM verbs is useful and should be retained.
Some textual improvements are needed.

CPBL does not accept an argument; the use of one is a syntax error.

The following issue is considered resolved unless new issues and alternatives are raised.
Tt differs from the above because, rather than being discussed at length, there has
apparently been no interest in taking issue with it since the first version appeared in
the first Internet Draft version of RFC-ZZZZ.

The model for which error/response codes are used in various situations. The place-
holder for this has been changed to a “tentative agreement” paragraph.

Summary, Schedule, and Plan.

After discussion with the Applications Area Director and the IETF Chair, we should plan
on requesting that RFC-ZZZZ be promoted to Proposed Standard status not later than the
end of the March 1992 IETF meeting. It appears after the November 1991 Working Group
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meetings that there are no “show stopper” issues remaining. There are several issues for
which options, details, or explicit text still need to be worked out. Any of those that cannot
be worked out and agreed upon by March will be removed from RFC-ZZZZ and handled
separately.

A new version of RFC-ZZZZ has been prepared and is being submitted for publication as
an Internet Draft. Note that this version supercedes the one announced on the list and
circulated to the November 21st Working Group meeting.
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3.1.3 Internet Message Extensions (822ext)

Charter

Chair(s):
Gregory Vaudreuil, gvaudre@nri.reston.va.us

Mailing Lists:
General Discussion: ietf-822@dimacs.rutgers.edu
To Subscribe: ietf-822-request@dimacs.rutgers.edu
Archive:

Description of Working Group:

This Working Group is chartered to extend the RFC 822 Message format to
facilitate multi-media mail and alternate character sets. The Group is expected
to formulate a standard message format, roughly based on either RFC1154 or
RFC 1049. The immediate goals of this Group are to define a mechanism for
the standard interchange and interoperation of international character sets.

Goals and Milestones:

Done Review the Charter, and refine the Group’s focus. Decide whether this is a
worthwhile effort.

Done Discuss, debate, and choose a framework for the solution. Assign writing as-
signments, and identify issues to be resolved.

Done Review exiting writing, resolve outstanding issues, identify new work, and work
toward a complete document.

Done Post a first Internet Draft.
Nov 1991 Review and finalize the draft document.

Dec 1991 Submit the document as a Proposed Standard.

Internet Drafts:

“MIME (Multipurpose Internet Mail Extensions): Mechanisms for Specifying
and Describing the Format of Internet Message Bodies”, 06/18/1991, Nathaniel
Borenstein, Ned Freed <draft-ietf-822ext-messagebodies-03.txt, .ps:>

“A User Agent Configuration Mechanism For Multimedia Mail Format Infor-
mation”, 06/18/1991, Nathaniel Borenstein <draft-ietf-borenstein-configmech-
03.txt, .ps>
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“Mnemonic Text Format”, 07/08/1991, Philippe-Andre Prindeville, Keld Si-
monsen <draft-ietf-822ext-qreadable-02.txt>

“Character Mnemonics and Character Sets”, 07/08/1991, Keld Simonsen <draft-
ietf-822ext-charsets-02.txt>

“Representation of Non- ASCII Text in Internet Message Headers”, 11/14/1991,
Keith Moore <draft-ietf-822ext-msghead-01.txt>
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CURRENT MEETING REPORT

Reported by Greg Vaudreuil/CNRI
Minutes of the Internet Message Extensions Working Group (822EXT)

Agenda

¢ Discuss and resolve outstanding issues in Quad-x.
¢ Discuss and complete the header character set proposal.

Resolve outstanding issues in Quad-X

A list of outstanding issues was reviewed and amended. Note, the term Quad-x was coined
for RFCXXXX at this meeting, and is used throughout these Minutes.

1. Audio Format

The Working Group was presented with two proposals for the format of audio/basic.
Both proposals were based on the NeXT audio formats, one had attributes in the
content-type headers and the other had the attributes in the file header in the body.
After discussion, the Working Group concluded that it had no basis for choosing a
standard # extensible # audio format and left the work for a future group. The
NeXT format was seen by many to be too machine dependent, and had too many
options, even as profiled by Marshall Rose.

A simple format was agreed to for audio/basic which has no options and is not
extensible. This definition for audio basic was defined as u- law, 1-channel, 8 khz.
The data in the bodypart is straight u-law.

2. Message Integrity Check

The Working Group expressed a strong need to define a message integrity check for
message bodies. This was felt to be more general than would be available by adding
a checksum to the base 64 encoding. No clear specification was available at this
meeting. In the interests of making forward progress, the Working Group agreed that
the absence of a MIC was not a “show stopper”, and if a solid proposal is ready, and
can be approved by the list by December 16th, it would be included in the document.

ACTION: Ned Freed and Jim Galvin — Write a MIC proposal to include the preferred
MIC as suggested by the Security Area Advisory Group.

3. Multipart/Alternative

Multipart alternative was enthusiastically endorsed as a transition mechanism to en-
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courage the sending of richer formats than may otherwise be used. By allowing a
sender to send both a richly formatted document and include in a systematic way
a simpler version, one which may be “cat’ed” to the screen, concern for the lowest
common denominator will not have to be a restriction on the use of new features.

. Character Set Issues

The Working Group specified the definition of a character set for the purposes of
Quad-x to be a unique mapping of a byte stream to glyphs, a mapping which does
not require external profiling information.

(a) ISO 2022-jp

ISO 2022 is not strictly speaking a character set. It is a switching mechanism
which requires an external profile to be useful. The Japanese have defined such
a profile, and that profile will be documented and considered a character set for
the purposes of Quad-x.

(b) Mnemonic

Keld Simonsen’s mnemonic proposal as currently written requires the external
specification of a character set and an escape character. As such, it does not fit
the general requirements of a character set. A lunch sub-group defined a profile
for mnemonic, with a lead-in character of “&” (ASCII 38) and ASCII as the
default character set. With the profile, the Working Group accepted mnemonic
as an acceptable character set for Quad-x.

5. Application Specifications

The Working Group agreed upon several criterion for the specification of new ap-
plication subtypes to be defined in the Quad-x proposal. A new application must
include in attribute-value pairs, the profile, macro packages used, and any external
pre-processors needed to use the included data. The security implications of using
the particular applications data without authentication must also be discussed.

(a) PostScript

Adobe has defined Postscript in such a way that it does not require profiling in-
formation. A security considerations section was written by Ned Freed, pointing
out the nature of the risk associated with file operations, and recommending that
they be disabled. Macintosh postscript files, which require laserprep header, as
well as other postscript files generated by programs such as FrameMaker which
call external libraries, must be sent with all such libraries prepended the mailed
postscript to avoid the need to externally specify profiling information.
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(b) .nroff and TeX

No person in the Working Group felt comfortable writing a complete profile for
the use of either TeX or .nroff. The specification of these popular applications
was left as a future effort.

6. Alphabet for Boundary Markers

The current alphabet for boundary markers makes it difficult to construct markers
which are compatible with RFC934 and existing digesting software. The addition
of space as a valid character would satisfy this need. Further discussion resulted in
the adoption of a more general alphabet, to include the invariant set of characters
defined for the use of Base-64 to be used in boundary markers. Trailing spaces are
not permitted. When spaces are used in a marker, the entire marker will have to be
quoted in the header.

7. Binary Type Definition

An unscheduled discussion on the need for the Binary type was held. With the clari-
fication of the Applications type, and the difficulty of specifying exactly what initial
content-types Binary should have, the Working Group, without objection, decided to
drop it in favor of Application/Octet-Stream.

This was a natural progression from the realignment of content-types in terms of
system resources begun before the Atlanta meeting. Application and Binary both
require the ability to handle arbitrary Binary data, and require external programs to
use the information.

8. Application/External-Reference

External Reference was seen by the Working Group to be a very useful feature,
but inadequately defined in Quad-x. The current syntax provides no mechanism
for multiple simultaneous retrieval mechanisms, the specification of syntax for mail-
servers, or prioritizing the retrieval order. The use of specific Application /FTP and
Application/NFS when used with Multi part/Alternative seems to be a reasonable
approach, and was to be written up Borenstein.

As with the MIC, the absence of this feature was not seen to be a show-stopper. A
new proposal will be submitted to the mailing list and if acceptable will be included
in the document.

ACTION: Nathaniel Borenstine - Write up and submit to the mailing list a new
proposal for application/external reference.
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9. Use of Defaults

The current Quad-x document specifies defaults for only selected content-types. In
the case where defaults are not specified, and when the specified default may cease
to be useful, possible ambiguity results. A strong view expressed before this meeting
by Dave Crocker was supported by most attendees that defaults should be prohibited
and that the subtype should always be specified. For broken mail which is sent
with incomplete content-types, behavior of the reader is left up to the implementor
and user. It was felt that because the message was already “broken” any uniform
assumption could not be reliable.

10. Portable End-Of-Line Markers in Base 64

The Working Group deleted end of line markers in Base 64, leaving it to the specific
content-type to define the semantics of end of record. This decision has the advantage
of restoring symmetry and transport independence between Base 64 and Quoted-
Printable

11. Compression

Compression was raised in the context of the Binary content type. Participants
have expressed a desire, and the pragmatic realization that the use of “compressed,
uuencoded, tar” files will continue to be sent and need to be indicated in the message.
The Working Group previously stated it’s preferences and rationale for not supporting
uuencode, but has never clearly expressed it’s position on compression. The issue was
tabled pending a proposal to be sent to the mailing list. Again, if the proposal is
acceptable it will be included, and it’s absence will not be a show-stopper.

ACTION: Neil Katin — Draft a proposal for the use of the compress algorithm in
the Quad-X proposal.

(a) Internal Reference in Richtext

A proposal was made at this meeting to expand the richtext definition by includ-
ing an internal-reference token. It was envisioned that this token would allow
the insertion of objects in other parts of the message into the richtext stream.
While many people supported this idea, no concrete proposal was submitted. If
a proposal is approved by the mailing list, it will be included in the document.

ACTION: Harri Salminen — Draft a proposal for Internal reference in the
richtext content subtype.

With the conclusion of the meeting, five issues were left open. A new version of Quad-x,
along with the proposals for the open issues, is due on December 6th. A new Internet Draft
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is expected at that time. The final comment period will end with the posting of a final
version of Quad-x in the first week of January when the Working Group will submit the
document to the IESG for Proposed Standard Status.

Header character set proposal

The Working Group began a review of the proposal submitted by Keith Moore to include
character set identification and encoding information in the headers of a document.

The discussion was unstructured and resulted in a productive stream-of-consciousness re-
view. The Working Group approved of the general approach and with the changes discussed,
approved the proposal. Below are the main issues discussed and their resolution.

1. Multiple Encoded Words

The Working Group felt that it should be acceptable to use multiple encoded words.
Furthermore, the Working Group agreed that the length of encoded words should not
be limited by this document, but rather by implementors of software in consideration
of the pragmatic guidelines in the Quad-x document.

2. Character Set Names

The Working Group committed to aligning the character set names between the
header document, Quad-x and Simonsen’s charset document. The use of the numeric
identify was dropped, both as a result of allowing longer lines by specifying multiple
encoded words, and out of consideration in making the encoded word more user-
readable with old software.

Timetable for completion

This document will be aligned with Quad-x, and a new version will be submitted to the
Internet-Drafts Directory by December 6th. At that time, the Working Group may decide
to combine the two documents, or progress them jointly as a single standard. In any event,
the Working Group committed to the submission of the header document and Quad-x as a
bound set.

Attendees
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3.1.4 Network Database (netdata)

Charter

Chair(s):

Daisy Shen, daisy@watson.ibm.com

Mailing Lists:

General Discussion: ietf-ndb@ucdavis.edu
To Subscribe: ietf-ndb-request@ucdavis.edu
Archive:

Description of Working Group:

The Network Database Working Group is chartered to define a standard inter-
face among databases on TCP/IP networks. The Working Group will address
the issue of database connectivity in a distributed environment which allows au-
thorized users remote access to databases. It will be designed as a client/server
model based on TCP/IP as its communication protocol.

Several problems must be resolved that are associated with the network database
protocol, such as management of multiple threads between clients and servers,
management of multiple servers, management of data buffers, data conversions,
and security.

Additional related problems will be covered as the discussion goes on. There-
fore, the description and the schedule can be revised.

This Working Group is independent from the SQL access group; however, there
may be some overlapping interest. The SQL access group is welcome to join
IETF’s discussions and share information in both directions. If both groups
find that merging two efforts in one will speed up the process, the merge can
be done in the future. For now, this Working Group works on issues according
to its own schedule and efforts.

Goals and Milestones:

Done Review and approve the Charter, making any changes necessary. Examine
needs, resources for this network database protocol and define the scope of
work. Begin work on a framework for the solution. Assign writing assignments
for first draft of the document.

Done First draft to be completed.

Aug 1991  Review first draft document, determine necessary revisions. Discuss problems
remained unsolved from the first IETE meeting.

Dec 1991  Continue revisions based on comments received at meeting and e-mail. Start

making document an Internet Draft.

5
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Mar 1992 Review final draft. If it is OK, give it to IESG for publication as
RFC.

Jun 1992 Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.

Internet Drafts:

“Network Database Protocol”, 06/26/1991, Daisy Shen <draft-iet{-netdata-
netdata-01.txt>

“Network Database Implementation Information”, 12/16/1991, Daisy Shen
<draft-ietf-netdata-implement-00.txt>
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CURRENT MEETING REPORT

Reported by Daisy Shen/IBM
Minutes of the Network Database Working Group (NETDATA)

This is the third meeting of the Working Group chaired by Daisy Shen. The meeting Agenda
is shown below:

Review the Charter.

Review the Draft.

Discuss the Draft and problems that are related to the subject.
Report the status of the first implementation.

Look for the second implementation.

Discuss the effort of other vendors and OSF related to the subject.
Future work.

® & & ¢ o o o

Review the Charter

Most of the attendees were new to the Working Group; therefore, we reviewed the Charter
and agreed that we followed the Charter and met the milestones on schedule by December
1991. Although the Group was small, a lot of valuable discussions were held.

Review the Draft

The original draft was separated into two documents. One was the protocol itself, and the
other was implementation information. We reviewed both documents. The biggest mistake
was a typo of ASN. Members suggested that the draft should define the requirements more
clearly rather than explain one of the alternatives. Once the requirements are defined, it
is up to the implementer which alternative to choose to implement the Network Database
System. The draft will be revised according to the suggestion.

Discuss the draft and problems that are related to the subject

We discussed some problems and resolutions during the last meeting at Atlanta. We con-
tinued to discuss more issues, and resolved the following issues:

1. Multiple threads between clients and a server
¢ Unit of Work
2. Multiple servers on a host
¢ Program number and Port number
3. Data Buffers
¢ Database <--> DB Utility <--> Server <--> Client
4. Data Conversion
e Character strings with ASN.1 and BER(Basic Encoding Rules)
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5. Security

e Security is required, but the protocol should not be limited to Kerberos only.
Kerberos is suggested, but not required. The implementer can choose a means
that suits his/her own system.

Report the status of the first implementation

A version of Sun Microsystems <--> IBM VM is implemented. It follows the draft except
for data conversion. It does not use ASN.1 but a somewhat similar method to manage data
conversion.

Look for the second implementation
We are looking for volunteers to do the second implementation.
Discuss the effort of other vendors related to the subject

We would like to know more about the work that the SQL access group has done, but have
not yet been able to.

Future Work

¢ Update the protocol draft and provide clear requirements.

¢ Discuss Error Recovery.

Compare the performance of data conversion between the first implementation and
using ASN.1.

Give a presentation on ASN.1.

Give a presentation on ISO standard.

Run a demo.

Contact the Operational Statistics Working Group.

Find volunteers to do the second version of the implementation.

Attendees

L. Dain Gary ldg@cert.sei.cmu.edu

William Jackson jackson@manta.nosc.mil

Dale Johnson dsj@merit.edu

Bill Melohn melohn@auspex.com

Mark Needleman mhn@stubbs.ucop.edu

Robert Purvy bpurvyQus.oracle.com

Harvey Shapiro shapiro@wnyose.nctsw.navy.mil

Daisy Shen daisy@watson.ibm.com
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3.1.5 Network Fax (netfax)

Charter

Chair(s):

Mark Needleman, mhn@stubbs.ucop.edu

Mailing Lists:

General Discussion: netfax@stubbs.ucop.edu
To Subscribe: netfax-request@stubbs.ucop.edu
Archive: /pub/netfax@stubbs.ucop.edu

Description of Working Group:

The Network Fax Working Group is chartered to explore issues involved with
the transmission and receipt of facsimilies across TCP/IP networks and to de-
velop recommended standards for facsimile transmission across the Internet.
The Group is also intended to serve as a coordinating forum for people do-
ing experimentation in this area to attempt to maximize the possibility for
interoperability among network fax projects.

Among the issues that need to be resolved are what actual protocol(s) will be
used to do the actual data transmission between hosts, architectural models for
the integration of fax machines into the existing internet, what types of data
encoding should be supported, how IP host address to phone number conversion
should be done and associated issues of routing, and development of a gateway
system that will allow existing Group 3 and Group 4 fax machines to operate
in a network environment.

It is expected that the output of the Working Group will be one or more RFC’s
documenting recommended solutions to the above questions and possibly also
describing some actual implementations. The life of the Working Group is
expected to be 18-24 months.

It is also hoped that some fax vendors, as well as the networking community
and fax gateway developers, will be brought into the effort.

Goals and Milestones:

69

Done Review and approve Charter making any changes deemed necessary. Refine
definition of scope of work to be accomplished and initial set of RFC’s to be
developed. Begin working on framework for solution.

Done Continue work on definition of issues and protocols. Work to be conducted on
mailing list.

Aug 1991 First draft of RFC to be completed. To be discussed at IETF meeting and

revised as necessary.
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Dec 1991 Continue revisions based on comments received and submit to IESG for publi-
cation as RFC.

Mar 1992  Overlapping with activities listed above may be implementations based on ideas
and work done by the Working Group. If so revise RFC to include knowledge
gained from such implementations.

Internet Drafts:

“A File Format for the Exchange of Images in the Internet”, 10/15/1991, Alan
Katz, Danny Cohen <draft-ietf-netfax-netimage-02.txt>
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CURRENT MEETING REPORT

Reported by Mark Needleman/U California
Minutes of the Network Fax Working Group (NETFAX)

The NETFAX Working Group met at the IETF meeting in Santa Fe. The main goal of
the meeting was to go over the Internet Draft on a file format for transferring bitmapped
images in the Internet.

o The Internet Draft was discussed and revised at the meeting. The proposed changes
plus others that had been discussed on the list will be incorporated into the document
and it will be put out for a short review again as an Internet Draft.

e Consensus was reached at the meeting that, provided there are no technical objections
to the new version of the document, after the review period of a couple of weeks ends,
the document will be progressed to proposed RFC status.

o A discussion was held as to what should be the future work of the Group, if anything,
now that the document on file formats was nearing completion. It was brought up
that at earlier meetings there had never been any consensus achieved on how to
go forward on any of the other ideas the Group had discussed and that maybe the
Group should not attempt to pursue anything further for awhile until everyone had
a clear idea of what work was needed and how to do it. However it was decided that
the Group should at least make one more attempt to define some of the issues and
problems in things like addressing and routing that had been discussed at previous
meetings. Dan Newman agreed to take some work he had previously posted to the
list on this and expand it and repost it. It is hoped that this will become the basis for
something that could be turned into an RFC discussing these issues and proposing
solutions.

o A discussion was held on building interoperable implementations based on the file
format now that the document has become standardized. Mark Needleman mentioned
that the University of California under the auspices of the Coalition for Networked
Information will move forward with plans to get organizations that have already done
work in the area of networked fax to convert their projects to the standard file format
and to get those projects to interoperate with each other. This will serve both to test
out the proposed RFC and will also provide the requisite number of implementations
that are required before a document can become a full RFC. Other participants in
the meeting also indicated they would begin working on building implementations.

e Some discussion was held on the issue of testing and building conformance suites. It
was agreed that some test files would be made available that could be used to test an
implementation. Mark Needleman and Carl Malamud agreed to discuss between
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themselves where to locate these files. The idea being that they would either reside
on stubbs.ucop.edu or on a host that Carl has access to.
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3.1.6 Network News Transport Protocol (nntp)

Charter

Chair(s):
Eliot Lear, lear@sgi.com

Mailing Lists:
General Discussion: ietf-nntp@turbo.bio.net
To Subscribe: ietf-nntp-request@turbo.bio.net
Archive:

Description of Working Group:

This Group will study and review the issues involved with netnews transport
over the Internet. Originally released as an RFC in February of 1986, NNTP
is one of the widest implementations of an elective status protocol. As of this
writing, the protocol has just passed its fifth birthday, not having been updated
once.

Over the years several enhancements have been suggested, and several have
even been implemented widely. The intent of this Working Group will be to
encode the more popular and plausible enhancements into an Internet standard.
Included in the inital list of changes to be considered are the following:

o User level and site designated authentication methods;
o Binary transfer capability;

o Minimization of line turnaround; and

o Stronger article selection capability.

It is expected that public domain software will be released concurrently with
an RFC, demonstrating the protocol enhancements.

Goals and Milestones:

Done Define scope of work.

Jun 1991 Submit Internet Draft for review and comment.
Jun 1991 Possibly meet at USENIX for further comment.
Jul 1991  Meet at IETF for further comment.

Aug 1991  Submit RFC to IESG.

Internet Drafts:
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«Network News Transfer Protocol Version 2: A Protocol for the Stream-Based
Transmission of News”, 09/30/1991, Eliot Lear <draft-ietf-nntp-news-00.txt,

ps>
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3.1.7 Network Printing Protocol (npp)

Charter

Chair(s):
Glenn Trewitt, trewitt@pa.dec.com

Mailing Lists:
General Discussion: print-wg@pa.dec.com
To Subscribe: print-wg-request@pa.dec.com
Archive:

Description of Working Group:

The Network Printing Working Group has the goal of pursuing those issues
which will facilitate the use of printers in an internetworking environment. In
pursuit of this goal it is expected that we will present one or more printing
protocols to be considered as standards in the Internet community.

This Working Group has a number of specific objectives. To provide a draft
RFC which will describe the LPR protocol. To describe printing specific is-
sues on topics currently under discussion within other Working Groups (e.g.,
security and dynamic host configuration), to present our concerns to those
Working Groups, and to examine printing protocols which exist or are cur-
rently under development and assess their applicability to Internet-wide use,
suggesting changes if necessary.

Goals and Milestones:

Done Review and approve the Charter, making any changes deemed necessary. Re-
view the problems of printing in the Internet.

Done Write draft LPR specification.

Done Discuss and review the draft LPR specification. Discuss long-range printing
issues in the Internet. Review status of Palladium print system at Project
Athena.

Done Submit final LPR specification including changes suggested at the May IETF.

Discuss document on mailing list.
Done Submit LPR specification as an RFC and standard.
Jul 1990  Write description of the Palladium printing protocol (2.0) in RFC format.
Aug 1990 Discuss and review the draft Palladium RFC.
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3.1.8 TELNET (telnet)

Charter

Chair(s):
Steve Alexander, stevea@i88.isc.com

Mailing Lists:
General Discussion: telnet-ietf@cray.com
To Subscribe: telnet-ietf-request@cray.com
Archive:

Description of Working Group:

The TELNET Working Group will examine RFC 854, “Telnet Protocol Spec-
ification”, in light of the last six years of technical advancements, and will
determine if it is still accurate with how the TELNET protocol is being used
today. This Group will also look at all the TELNET options, and decide which
are still germane to current day implementations of the TELNET protocol.

¢ Re-issue RFC 854 to reflect current knowledge and usage of the TELNET
protocol.
e Create RFCs for new TELNET options to clarify or fill in any missing
voids in the current option set. Specifically:
— Environment variable passing
— Authentication
— Encryption
— Compression
o Act as a clearing-house for all proposed RFCs that deal with the TELNET
protocol.

Goals and Milestones:

Done Write an environment option
Dec 1990 Write an authentication option
Dec 1990 Write an encryption option

Mar 1991 Rewrite RFC 854

Internet Drafts:

“Telnet Data Encryption Option”, 04/01/1990, Dave Borman < draft-ietf-telnet-
encryption-01.txt>
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“Telnet Data Compression Option”, 04/30/1990, Dave Borman <draft-ietf-
telnet-compression-00.txt>

«“Telnet Authentication Option”, 08/08/1990, Dave Borman <draft-ietf-telnet-
authentication-02.txt>
“Telnet Authentication Option”, 08/08/1990, Dave Borman <draft-iet{-telnet-
authentication-02.txt>

Request For Comments:

RFC 1116 “Telnet Linemode option”
RFC 1184 “Telnet Linemode Option”
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CURRENT MEETING REPORT

Reported by Steve Alexander/INTERACTIVE Systems Corporation
Minutes of the TELNET Working Group (TELNET)

An initial Agenda of possible topics included:

Administration
Authentication Option
Environment Option
Encryption Option

Future of the Working Group

Steve Alexander replaced Dave Borman as Working Group Chair and introduced himself to
the Group. Some members raised concerns about the functionality of the mailing list and
Dave said he would look into it.

We then discussed the Authentication Option and what needed to be done to publish it as
an Experimental RFC:

o Dave Borman will incorporate Jeff Schiller’s security considerations.
Kerberos IV and V documents will be split out.
Ted T’so will verify the Kerberos IV draft.

L J

Dave Borman will talk to John Cole about Kerberos V.

[ ]

e Four separate drafts will be issued for a two week comment period.

— Basic option
— Kerberos IV
~ Kerberos V
- SPX

The next item was the Environment Option. This was fairly non-controversial.

¢ Dave Borman will split well-defined and arbitrary variables.

o There was discussion about passing some sort of OSTYPE variable based on the
Assigned Numbers list.

o Dave will transfer editing of this option to Steve.

Both of these are expected to be completed by the end of 1991.

The next item was the encryption option and there was much spirited discussion around a
security vs. performance balance.
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o The current encryption option cannot stop an active attacker.
o Having encryption on might be too slow on some PCs.

It was decided to send the current authentication option forward to Experimental and then
work on tying authentication and encryption together.

o Jeff Schiller will work with Steve Crocker to get expertise in this area.

Attendees
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Larry Blunk
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Peter DiCamillo
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kaufman@dsmail .enet.dec.com
mlewis@telebit.com
linn@zendia.enet.dec.com
ghm@merit.edu

jis€mit.edu
smiddy@pluto.dss.com
taber@interlan.com
tytso@mit.edu
wilde@decvax.dec.com
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3.2 Internet Area

Director(s):

e Philip Almquist: almquist@jessica.stanford.edu
e Noel Chiappa: jnc@ptt.lcs.mit.edu

Area Summary reported by Philip Almquist and Noel Chiappa

Four Internet Area working groups met in Santa Fe. The Internet Area also hosted two
Birds-of-a-Feather (BOF') sessions.

IP over Appletalk

The Apple-IP Working Group revised their AURP (IP over Appletalk) and MacIP (Ap-
pletalk over IP) drafts. The Group expects that both of these documents are now finished,
but will allow a final comment period before submitting them for standardization. SNMP
over Appletalk is ready to be submitted for standardization. Work continues on Appletalk
over PPP. Appletalk MIB enhancements are on hold pending further implementation expe-
rience.

Multi-Media Bridging

The Multi-Media Bridge Working Group has been working on a replacement for RFC1042
(IP over 802). This work is intended to better handle the peculiarities of 802.5 yet remain
backwards-compatible with RFC1042. The Group also continues to consider the problems
of bridging dissimilar networks.

Router Requirements

The Router Requirements Working Group revised and approved a Forwarding Table MIB
document and made some minor revisions to the Router Requirements draft. The Group’s
Chair gave a plenary presentation on the Router Requirements draft in anticipation of its
imminent completion. The Group held a joint session with the IDPR Working Group to
ensure that the output of the two Groups will be consistent. For similar reasons, some
members of the Group attended the BGP Working Group’s discussions of route leaking
between OSPF and BGP.

Point-to-Point Protocol Extensions

The Working Group decided, based on implementation experience, that some changes to
the protocol were needed. In particular, they revised the definitions of the Link Quality
Monitoring and IP Address Negotiation facilities. The Group also did some work on their
PPP Authentication draft.
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IP over Asynchronous Transfer Mode BOF

A BOF Chaired by Bob Hinden met to determine whether sufficient interest in ATM net-
works existed to justify the formation of an IP over ATM Working Group. The answer
seemed to be a resounding yes.

Dynamic Creation of Network Links BOF

Another BOF, Chaired by Andy Nicholson, met to discuss experiments at Cray Research in
“Dynamic Creation of Network Links” (basically, using switched T3 services to add Internet
paths on demand). This BOF has met before, and will probably become a working group.
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CURRENT MEETING REPORT

Reported by Andy Nicholson/CRAY
Minutes of the Dynamic Creation of Network Links BOF (DCNL)

BOFs were held on this subject at the 20th and 21st IETF’s, under the name “Condition-
ing of By-Request Network Resources”. This is a continuation of that interchange. The
change of name was suggested by Noel Chiappa. This meeting attracted much more inter-
est than the previous meetings. Attendees generally suggested developing a Charter for the
possibility of starting an IETF Working Group.

While working with circuit-switched T3 networks, developers at Cray Research, Inc., deter-
mined that there would be advantages to defining a standard way to control certain classes
of network resources through the Internet. In the case of a circuit-switched T3 line, the
line should be switched on only when there are active transport connections which can fully
utilize the service. Due to the high cost of the resource, underutilization would be particu-
larly undesirable. The developers believe that this capability might have other applications
in the Internet and that an effort should be made to define a standard protocol.

Minutes:

The meeting began with a presentation by Andy Nicholson regarding the work done at
Cray Research with circuit-switched T3 networks. This was a review of the Internet Draft
draft-nicholson-conditioning-00.txt.

This was followed by a short discussion of the Link Control Protocol used by the Cray
Research demonstration software. This protocol is mentioned in the existing draft and will
be fully described in an upcoming Internet Draft.

The attendees discussed different methods of supporting this service and how it might
fit into the infrastructure of the Internet. One possibility is that rather than transport
providers deciding when to activate and deactivate links, intermediate routers in the network
may decide to perform this function when there is a need. In this way the network could
automatically adapt to changing network load and delay conditions.

Some of the attendees were suggesting other possible uses of this capability and some
discussion ensued. The most likely additionally use of this type of support for circuit-
switched links would be for planned capacity management where an administrator might
bring extra capacity on-line in the network during peak load times. Other possible uses
are for backups to existing primary links or for bypass links when there is sufficient traffic
between distant endpoints to avoid multiple hops between those endpoints.
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Bill Jolitz suggested considering the management of the dynamic links. Rather than devel-
oping a new protocol (LCP) to create and manage links, SNMP could be used if a proper
MIB was developed. He went on to suggest that this could be used as a methodology of
defining the work to be done by making a first cut at a MIB for this facility. A working
group could then iteratively improve the MIB while refining the functionality of dynamically
created links.

Also discussed were various issues presented in a slide, and the attendees suggested other
issues requiring consideration. One issue is that when bringing extra bandwidth into the
network to alleviate congestion, the relief may only be temporary. As senders discover the
extra bandwidth, they may increase their output to use it up.

Another possibility is that the routing protocols may dynamically change the network topol-
ogy to suit the changing demands, and this would add new complexity to routing and routing
protocols.

Ken Hayward was concerned whether this service would have a useful lifetime, considering
that there does not seem to be, at present, an analog to switched T3 in the ATM world,
and that ATM might address the issues presented here. There was general agreement that
this was a good point, but that we could not predict the future. It was further noted that
some networks might wish to have dynamic control of slower links, such as in the case of
bringing backup links on-line when a primary link fails.

The attendees generally agreed that this is an interesting topic of discussion and expressed
a desire to see a concrete description of the problems to be addressed. Andy Nicholson
agreed to develop a Charter which addresses these concerns. He also agreed to install a
mailing list for discussion of this topic. If there is sufficient interest then he will present the
Charter to the IESG for working group status.

At the meeting Nicholson described a paper published by CICNet in July, 1991, which
mentioned their interest in circuit-switched T3 services. He promised to include instructions
on how to get this paper. That information is presented here.

A report titled “High Performance Applications on CICNet: Impact on Design and Capac-
ity” is available from CICNet via anonymous FTP.

ftp: NIC.CIC.NET

cd: /pub/reports

get: ds3-report.[ps or txt]



3.2. INTERNET AREA

83

ABSTRACT: This twenty-three page report summarizes available network technologies,
reports on a survey of the needs of researchers and faculty at CIC institutions, and provides
detailed studies of network requirements in four areas of contemporary, scientific research.

The needs of these four areas of research are then summarized in terms of network require-
ments, and specific recommendations are presented by the Working Group to CICNet, Inc.
The report was authored by the CICNet DS-3 Working Group, which was chaired by Mike
Enyeart of Indiana University.

Final Note: A mailing list for this work has been set up, its address is denl-ietf@cray.com.

Attendees
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CURRENT MEETING REPORT

Reported by Peter Honeyman/UMich
Minutes of the IP Routing for Wireless/Mobile Hosts BOF (MOBLHOST)

The IP Routing for Wireless/Mobile Hosts BOF met on Wednesday evening during the
Santa Fe IETF. Notes for that meeting were taken by Peter Honeyman and were edited by
Steve Deering.

Agenda

Report on IEEE 802.11
IP over Ham Radio
Duchamp Report
Karlberg Presentation
Working Group Status

Report on IEEE 802.11. (Deering)

The IEEE 802.11 committee is working on a wireless LAN standard compatible with other
protocols in 802.x suite. It is not clear what compatible means beyond 48 bit addresses.
The standard is intended to support packet voice as well. The scope of the work includes:

e Physical layer: identifying possible physical layers.
— Radio frequency (single-multi-channel, spread-spectrum, frequency hopping, ...)
— Infra-red

o MAC layer: Narrowed down to four candidates that differ with respect to:

— Random access vs. TDMA

— Single- vs. multi-channel

— Need for wired infrastructure or distinguished node (base station).
e Architecture: How (whether) to tie cells together.

_ Basic service area vs. extended service area, likely to use 802-style bridging,
contributions welcome.

The following were comments in response to questions:

e Concerned with both stationary wireless and mobile/ephemeral wireless.

o No apparent bias towards radio frequency over infra-red.

o Architecture tending towards base-station/mobile model, rather than more general
architecture.
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e Data rates of interest are roughly 1 to 20 Mbps.

e Max packet size not yet pinned down.

e The IEEE 802.11 Committee has met for just over one year; with their first meeting
taking place in September 1990. Standard voting rights rules (attend some number
of consecutive meetings.)

IP over Ham Radio

Question: Interested in MAC-layer issues, but not tackling mobile?

Answer: Not at all! Not too uncommon to have 10 meter packet radio attached to laptop,
relay back to home station. Most is AX.25. Some is TCP/IP. Mobile includes moving
among variety of nets (ISDN, wireless LAN, Ethernet)...

Deering’s classification of host mobility:

1. “Permanent” relocation (weeks to years)
¢ Manual configuration, BOOTP, ...
2. “Temporary” relocation (hours to weeks)

Originator only - Dynamic Host Configuration Protocol (DHCP)
Originator + target

DHCP + DNS updates

Or keep old address

3. Roaming

e Keep same address, to keep connections alive.

Report from Dan Duchamp, Columbia

See SIGCOMM paper or notes from last mobile BOF. The basic problem is to keep sessions
alive in a mobile environment.

Goal Hop networks “seamlessly” No change to hosts not involved
with mobile computers (as distinguished from the Sony Labs
effort)

Setting IP suite, level three (*not* the link layer)

Gist Put mobile hosts on “virtual network” Maintain a distributed

database (DDB) mapping hosts on virtual network to a loca-
tion on a physical network. (The DDB serves the functions
of router configuration and administration.)

Terms To talk to mobile hosts (MHs), network has “mobile support
stations” (MSS). Traffic to/from MHs is gatewayed through
MSS via IP-IP encapsulation protocol. A virtual subnet is a
subnet on which MHs live.
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Intra-campus routing MH must have MSS as its gateway (implies every cell must
contain an MSS). First hop of stationary host route to a
virtual subnet is via its MSS.

Host MH
I
IP| | IP
| IPIP |
MSS ==m-m——mmee- MSS

(Imagine a picture here with a cloud in the middle, a host attached to the cloud, a couple
cells hanging off the cloud, and an MH communicating with an MSS:

(rmmmnmes Yoome- Host
¢ )
( )
VWWWWWWWWEWY
I
(.
______ - - -

C (CMss ) ) ((CMSs)) ) )) ) MH

Q: Why not host routes?

A: Fast topology changes, highly dynamic, much state.

IPIP description: Packets sent through two MSSs using IPIP tunneling. e.g., send from
stationary host to MH:
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Q: MH has one address?

A: Yes! Fixed, forever, in its virtual subnet.

Q: What about broadcast, multi-cast?
A: Evil but necessary. We punt.

Flies in the ointment:

Heuristic for beacon accept/reject.

No IP broadcast.

Security? What’s that?

Need careful placement of MSSs — enough of them, powerful enough, ...

Is inter-campus case adequate?

Need (worldwide) common beacon conventions.

Plenty of knobs to turn. e.g., beacon aging.

No relationship with: IDPR, DHC, 1241 encapsulation, Chiappa, XXX discovery, for
all XXX.

S N ol o S

An RFC is in the works.

Presentation by Ken Carlberg, MCIC

1. Primary Goals

o Focus work on additions to existing/proposed ISO standards.
¢ Minimize responsibility /workload of end systems.
— End system transparency concerning mobile end system (MES) movement.

2. Two-tiered design

¢ Augment intra IS-IS PDUs.
¢ Inclusion of Directory Service for IDRP.

Use X.500 to discover proper domain, IDRP thereafter. Re-register at the domain level.

MES has permanent logical address. When enter area, router dynamically assigns router
address. When move, routing address changes.

Working Group Status

A vote was taken to determine whether the BOF should become a Working Group. The
Group approved and there was discussion of the implications and expectations.

e Proposed Charter:
— Develop/adopt architecture and protocols to support mobile hosts in the Inter-
net.

— Convey Internet mobility concerns and ideas to relevant working groups and
standards bodies.
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e Scope of work:

— Issues above media access: addressing, naming, routing, bridging.

— Issues beyond DHC: roamers, temporarily relocated hosts.

— Mobile hosts, networks, collections of networks.

— Mobility across multiple link layers (wired and wireless).

— Multi-protocol as well as IP-only.

Impact on higher layers, e.g., transport layer.

— Accommodation of sleeping hosts and off-line hosts.

Cellular topology and general topology, with and without wired infrastructure.

¢ OQOutside of Scope:

— Solutions that do not interoperate with existing IP hosts and routers.
— Issues of delay/jitter-sensitive traffic, TOS queuing/routing.

— Congestion avoidance and control.

— Compression.

— Privacy-not at this layer. (This does not exclude authentication.)
— No MIB. (Applause.) Although it may be a late addition.

Deering volunteered to chair the Group. No other volunteers.
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3.2.1 Connection IP (cip)

Charter

Chair(s):

Claudio Topolcic, topolcic@nri.reston.va.us

Mailing Lists:

General Discussion: cip@bbn.com
To Subscribe: cip-request@bbn.com
Archive:

Description of Working Group:

This Working Group is looking at issues involved in connection-oriented (or
stream- or flow-oriented) internet level protocols. The long-term intent is to
identify the issues involved, to understand them, to identify algorithms that
address them, and to produce a specification for a protocol that incorporates
what the Working Group has learned. To achieve this goal, the Group is defin-
ing a two year collaborative research effort based on a common hardware and
software base. This will include implementing different algorithms that address
the issues involved and performing experiments to compare them. On a shorter
time-line, ST is a stream-oriented protocol that is currently in use in the Inter-
net. A short-term goal of this Working Group is to define a new specification
for ST, called ST-2, inviting participation by any interested people. MCHIP
and the Flow Protocol have also been discussed because they include relevant
ideas.

Goals and Milestones:

Done
Done

Done

Produce a new specification of ST.
Define common hardware and software platform.

Implement hardware and software platform.

May 1991 Implement experimental modules and perform experiments.

May 1992

Request For Comments:

RFC

1190 “Experimental Internet Stream Protocol, Version 2 (ST-II)”

Produce a specification of a next generation connection oriented protocol.

93



94

CHAPTER 3. AREA AND WORKING GROUP REPORTS



3.2. INTERNET AREA 95

3.2.2 Dynamic Host Configuration (dhc)
Charter

Chair(s):
Ralph Droms, droms@bucknell.edu

Mailing Lists:
General Discussion: host-conf@sol .bucknell.edu
To Subscribe: host-conf-request@sol.bucknell.edu
Archive: sol.bucknell.edu:dhcwg

Description of Working Group:

The purpose of this Working Group is the investigation of network configura-
tion and reconfiguration management. We will determine those configuration
functions that can be automated, such as Internet address assignment, gate-
way discovery and resource location, and those which cannot be automated
(i.e., those that must be managed by network administrators).

Goals and Milestones:

Done We will identify (in the spirit of the Gateway Requirements and Host Require-
ments RFCs) the information required for hosts and gateways to: Exchange
Internet packets with other hosts, Obtain packet routing information, Access
the Domain Name System, and Access other local and remote services.

Done We will summarize those mechanisms already in place for managing the infor-
mation identified by Objective 1.

Jan 1991 We will suggest new mechanisms to manage the information identified by Ob-
jective 1.

Jan 1991 Having established what information and mechanisms are required for host
operation, we will examine specific scenarios of dynamic host configuration and
reconfiguration, and show how those scenarios can be resolved using existing or
proposed management mechanisms.

TBD Write a bootp extensions document

Internet Drafts:

“Clarifications and Extensions for the Bootstrap Protocol”, 05/03/1991, Walt
Wimer <draft-ietf-dhc-bootp-00.txt>

“Dynamic Host Configuration Protocol”, 07/09/1991, R. Droms <draft-ietf-
dhc-protocol-01.txt, .ps>



96

CHAPTER 3. AREA AND WORKING GROUP REPORTS



3.2. INTERNET AREA 97

3.2.3 IP over AppleTalk (appleip)
Charter

Chair(s):

John Veizades, veizades@apple.com

Mailing Lists:
General Discussion: apple-ip@apple.com
To Subscribe: apple-ip-request@apple.com
Archive:

Description of Working Group:

The Macintosh Working Group is chartered to facilitate the connection of Apple
Macintoshes to IP internets and to address the issues of distributing AppleTalk
services in an IP internet.

Goals and Milestones:

Done Describe, in an RFC, the current set of protocols used to connect Macintoshes
to IP internets.

Done Define a MIB for the management of DDP/IP gateways.

Internet Drafts:

“The Transmission of IP Datagrams Over AppleTalk Networks”, 03/08/1991,
John Veizades <draft-ietf-appleip-ipoverappletalk-00.txt>

“Tunnelling AppleTalk through IP”, 10/30/1991, Alan Oppenheimer <draft-
ietf-appleip-aurp-02.txt, .ps>

“SNMP over AppleTalk”,12/23/1991, G. Minshall, M. Ritter <draft-ietf-appleip-
snmp-appletalk-00.txt>

Request For Comments:

RFC 1243 “AppleTalk Management Information Base”
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INTERIM MEETING REPORT

Reported by John Veizades/Apple

Minutes of the IP over AppleTalk Working Group (APPLEIP)
October, INTEROP 91

The meeting started with the following Agenda:

MacIP

AURP

AppleTalk and SNMP
AppleTalk and PPP

The consensus of the Group was that the MacIP document should be supplemented with
some of the comments made by Tom Evans in an appendix to the document as a set of
implementors notes. The Group also felt that the specification is riddled with problems and
that this specification should be worked on to provide a long-term solution. The author
was willing to do this if he is not chartered to work on the long-term direction of this
specification.

The MacIP document will be moved to the draft stage as soon as these changes are made.

The AURP discussion then began Alan Oppenheimer of Apple led this discussion. The
discussion started with a description of the protocol changes between this document and
the previous version of the document. The changes are as follows:

e Addition of Open-Req and Open-Rsp packets

¢ Changes to zone-based packets

— Move into connection stream
— Combined into one packet type

¢ Packet header changes

¢ Changes to details of connection teardown

— Keep the one-way connections independent
— Only reset tickle timer on AURP packets

e Calling out of transport as a separate layer “AURP-Tr”

On the last subject there was heated debate on whether this was the correct way to design
the protocol and it was stated that this may tie the protocol to IP and not make it portable
to other protocols. The following points were thought to be essential to allowing the protocol
to be accepted as an internet standard. The type of service required by the underlying media
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should be called out specifically. The transport should be separated from the rest of the
protocol so that other transports could be used. A state diagram should be included in the
document.

Some discussion on the ability of AURP to solve the problems of the mythical customer
were held. Some real customers (Boeing and NASA) expressed their doubts as to whether
there was a need for this functionality in their networks.

The state diagram of the AURP protocol will be specified and then the document will be
put in the Internet-Drafts Directory.

The next topic was AppleTalk and PPP. A preliminary document specifying the use of
SNMP over DDP was presented by Mike Ritter from Apple. This document is available on
apple.com in the directory /pub/apple-ip. The AppleTalk MIB II document is also available
there. These documents are also available on AppleLink in the Developer Support folder.

The final topic that was discussed was the start of work by this Group on the AppleTalk over
PPP specification. Brad Parker has been working with others on a preliminary specification
for this functionality and this will be available from him shortly. This specification supports
much of the functionality that is available with the ARAP (Apple Remote Access Protocol)
specification that is available through APDA. Brad is also working with the PPP Extensions
Working Group to arrive at a specification for dial-back and security on PPP links.

The next meeting will be held in conjunction with the IETF meeting in Sante Fe, New
Mexico, November 18-22, 1991.
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CURRENT MEETING REPORT

Reported by John Veizades/Apple

Minutes of the IP over AppleTalk Working Group (APPLEIP)
The Working Group met and discussed work in the following areas:
SNMP

Work in the SNMP area is split into three areas. The AppleTalk MIB Plus (the first version
is now RFC 1243) (this MIB will no longer be called MIB 2) is now out for comment as
an Internet Draft. There are implementations of the RFC 1243 MIB available on Shiva,
Cayman, Farallon, 3Com and ACC Systems. Implementation and use experience has led to
the following list of problems with this MIB: it is felt that there may be more variables than
is needed, this MIB does not allow for the configuration of routers and there are questions
on whether this MIB supports half routers well. It is felt that there are significant areas for
discussion and implementation. The Group is not trying to rush the MIB Plus document
and is waiting for appropriate comment. The SNMP over AppleTalk document is ready to
move forth as a Proposed Standard and will be doing so shortly after comments from this
meeting are incorporated in the document. Concern was raised about getting major console
manufacture is to incorporate this standard into their consoles. Concern was also raised as
to the ability of the MIB to be used for the global changing of a network’s zone list. Test
tools are available from Mike Ritter (MWRitter@Applelink.apple.com). The last item was
the Macintosh system MIB which is now out for general comment.

AURP

The AURP (Apple Update Based Routing Protocol) will be progressing from Internet Draft
to Proposed Standard after revising the state diagram. The completed document will be
submitted as a Proposed Standard in the Internet community and will be made available as
an APDA document. A vendor product “bakeoff” is scheduled for MacWorld in January,
with about seven companies at various stages of implementation (Cayman, cisco, Shiva,
DEC, Farallon, Compatible Systems, Novell, 3Com, Pacer and Apple). Seeding of some of
these products to sites around the world is also planned in the next few months.

ABGP

A presentation was made on the possibility of introducing a BGP like protocol as a border
gateway protocol for AppleTalk. Greg Bruell from Shiva made the presentation, Yakov
Rekhter (IBM) and Scott Brim (Cornell) were in attendance. Why BGP? It looks a lot
like AURP when you make some needed extensions to BGP to incorporate AppleTalk.
Transport stays the same as BGP except that it uses a different TCP Port. Message layer
stays the same as BGP, the autonomous system number maps to the domain identifier and



3.2. INTERNET AREA 101

there is a change to the network list into the network zone tuple list. Some advantages are
that BGP is a well known implementation, decisions on policy are outside of the update
protocol and it is easy to implement.

AppleTalk and OSPF

Greg Bruell led a discussion on using an OSPF like protocol to replace the AppleTalk IGP
which is RIP-like.

PPP and AppleTalk

The document presented is close. Comments will be incorporated and reissued as an In-
ternet Draft for comments from the AppleTalk community as well as the PPP community.
Additions to the current document include calling out and describing the operation of sev-
eral common cases; node to server, node to node and half routing. Comments on hop
count incrementing and which options should be negotiated for each case will be added.
Operation with AURP will be left to the AURP effort. The smartbuffering compression
algorithms are available through APDA in the document which describes the operation of
the AppleTalk Remote Access Protocol (ARAP). Implementations are in progress by cisco,
Cayman, Shiva, Novell, Telebit, A/UX and Farallon. The AppleTalk over PPP work was
presented to the PPP Extensions Working Group. The PPP Extensions Working Group
added functionality that will allow all that is needed for call-back in the security fields of
the LCP. Both Brad Parker and John Veizades presented the Apple communities’ view on
dial-back and security. The version of the PPP document that will contain the PPP Ex-
tensions for security will include everything needed for dial-back as presented in the ARAP
specification as well as the ability for the user to specify the number string to be called
back at. The security specification will also contain whatever is necessary for “secure ID”
extensions.

MaclIP

Three outstanding comments were brought up and will be incorporated into the current
document which will be posted for final review before moving the protocol to Proposed
Standard. The areas of comments were ICMP messages, out-of-zone-operation, and multiple
servers in the same zone. In the area of ICMP messages it was decided that ICMP redirects
will be gleaned by the macIP gateway when it is doing proxy arp for nodes in the AppleTalk
network that are on the same logical subnet as the gateway. In the area of out-of-zone-
operation, if two hosts use the same address in the AppleTalk internet packets it is destined
that one will be reliably dropped. When two servers are in the same zone some election
mechanism will be used to choose one of them as the gateway though others will be kept to
use as secondaries if the first fails to provide registration or services. Two features should be
added for the rebuilding of the AppleTalk address to IP address mapping on server restart,
one is the Phil Koch algorithms for gleaning address mappings and the other is the ability
to send NBP lookups to specified zones to rebuild the mapping table.
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OAF - Open AppleTalk Federation

Discussion was held on how to continue the growth of the infrastructure related AppleTalk
protocols. Most ideas evolve them by moving them into the IETF community. Work is
being done on charter definition, vendors buy in and on discussing these issues with the
relevant Apple people. This effort would proceed within the infrastructure of the IETF.
The IETF has been approached as to the viability of this undertaking and they advise that
the work could be accomplished under an AppleTalk directorate within the IETF. Concern
was raised as to Apple’s role in such a venture and what Apple’s commitment to such a
venture would be.
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Peter Caswell pfclpacvax@uunet.uu.net
Richard Cherry rcherry@wc.novell.com
Richard Cogger rhx@cornellc.cit.cornell.edu
Peter DiCamillo cmsmaint@brownvm.brown.edu
Dino Farinacci dino@cisco.com

Karen Frisa karen.frisa@andrew.cmu.edu
John Gawf gawfQcompatible.com

Bob Jeckell robert_jeckell@nso.3com.com
Holly Knight holly@apple.com

Louise Laier laierl@applelink.apple.com
Joshua Littlefield josh@cayman.com

Greg Merrell merrell@greg.enet.dec.com
Greg Minshall minshall@uc.novell.com
Robert Morgan morgan@jessica.stanford.edu
Michael Newell mnewell@nhqvax.hg.nasa.gov
Chandy Nilakantan csn@3com. com

Alan Oppenheimer oppenheimeri@applelink.apple.com
J. Bradford Parker brad@cayman.com

Christopher Ranch cranch@novell.com

Michael Ritter mwritter@applelink.apple.com
Eric Smith eric@telebit.com

Evan Solley solley@applelink.apple.com
David S.A. Stine dstine@cisco.com

John Veizades veizades@apple.com

Lee Wade wade@nsipo.arc.nasa.gov
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3.2.4 IP over Asynchronous Transfer Mode (atm)

Charter

Chair(s):

Robert Hinden, hinden@bbn.com

Mailing Lists:

General Discussion: atm@bbn.com
To Subscribe: atm-request@bbn.com
Archive: Send message to atm-request@bbn.com

Description of Working Group:

The IP over ATM Working Group will focus on the issues involved in running
internetworking protocols over Asynchronous Transfer Mode (ATM) networks.
The final goal for the Working Group is to produce standards for the TCP/IP
protocol suite and recommendations which could be used by other internet-
working protocol standards (e.g., ISO CLNP and IEEE 802.2 Bridging).

The Working Group will initially develop experimental protocols for encapsu-
lation, multicasting, addressing, address resolution, call set up, and network
management to allow the operation of internetwork protocols over an ATM
network. The Working Group may later submit these protocols for standard-
ization.

The Working Group will not develop physical layer standards for ATM. These
are well covered in other standard groups and do not need to be addressed in
this Group.

The Working Group will develop models of ATM internetworking architectures.
This will be used to guide the development of specific IP over ATM protocols.

The Working Group will also develop and maintain a list of technical unknowns
that relate to internetworking over ATM. These will be used to direct future
work of the Working Group or be submitted to other standard or research
groups as appropriate.

The Working Group will coordinate its work with other relevant standards bod-
ies (e.g., ANSI T1S1.5) to insure that it does not duplicate their work and that
its work meshes well with other activities in this area. The Working Group will
select among ATM protocol options (e.g., selection of an adaptation layer pro-
tocol) and make recommendations to the ATM standards bodies regarding the
requirements for internetworking over ATM where the current ATM standards
do not meet the needs of internetworking.

Goals and Milestones:

Done

First Meeting. Establish detailed goals and milestones for Working
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Group.
Jan 1992  Circulate drafts of IP over ATM Specifications.
Mar 1992 Review approaches to running IP over ATM.

none specified
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CURRENT MEETING REPORT

Reported by Bob Hinden/BBN
Minutes of the IP over Asynchronous Transfer Mode BOF (ATM)

The meeting was organized as a BOF to determine if there was enough interest in forming
an IETF working group to develop protocols to run IP over ATM networks.

The first half of the meeting was a presentation by Bob Hinden/BBN covering the reasons
why the BOF was organized. The talk included:

e Motivation for the IP over ATM Group
e Why ATM is interesting

¢ Relationship to other standards groups
e Area for work

e Next steps

The second half of the meeting was a discussion of whether the Group should be formed
and if so what area the Group should first focus on. The work areas discussed included:

ATM Internet Architecture

ATM and Internetwork Operation
Adaptation Layer Selection(s)

Flow Control/Congestion Avoidance
Flow Setup/Connection Establishment
IP Encapsulation

Multicast

Network Management

Physical Media

Security

Other issues discussed include whether the Group should initially develop standard protocols
or experimental protocols.

After much discussion the Group decided that there was enough interest that an IETF
Working Group should be formed. There was also a consensus that the Group initially
develop experimental protocols.

There was agreement on the following topics:

o Approaches for Interoperability with the Internet (e.g., IP over ATM)
o Develop a list of unknowns that need to be worked on.

e Set up a separate mailing list from the IPLPDN Working Group.
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o Identification of Architectural Alternatives to Internetworking over ATM.

¢ That the work of this Group not duplicate the work that is being done in other ATM

standard groups.

e Physical Layer Standards are very well covered in other standard groups and do not
need to be addressed in this Group.

e There should be communication with other ATM Standard Bodies.

e Initially to not work on Congestion Control issues.

¢ The initial focus of the Group should be local with wide area internetworking.

The Chair was tasked to revise the draft Charter to be consistent with these agreements.
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Theodore Brunner
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sjoshi@synoptics.com
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Bill Melohn
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Lee Wade
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3.2.5 IP over FDDI (fddi)

Charter

Chair(s):
Dave Katz, dkatz@merit.edu

Mailing Lists:
General Discussion: FDDI@merit.edu
To Subscribe: FDDI-request@merit.edu
Archive:

Description of Working Group:

The IP over FDDI Working Group is chartered to create Internet Standards for
the use of the Internet Protocol and related protocols on the Fiber Distributed
Data Interface (FDDI) medium. This protocol will provide support for the wide
variety of FDDI configurations (e.g., dual MAC stations) in such a way as to
not constrain their application, while maintaining the architectural philosophy
of the Internet protocol suite. The Group will maintain liaison with other
interested parties (e.g., ANSI ASC X3T9.5) to ensure technical alignment with
other standards. This Group is specifically not chartered to provide solutions
to mixed media bridging problems.

Goals and Milestones:

Done Write a document specifying the use of IP on a single MAC FDDI station.

Aug 1990 Write a document specifying the use of IP on dual MAC FDDI stations.

Request For Comments:

RFC 1188 “A Proposed Standard for the Transmission of IP Datagrams over FDDI Net-
works”
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3.2.6 Multi-Media Bridging (mmb)
Charter

Chair(s):
Jeffrey Fitzgerald, jjf@fibercom.com

Mailing Lists:
General Discussion: mmbwg@fibercom.com
To Subscribe: mmbwg-request@fibercom.com
Archive:

Description of Working Group:

The Multi-Media Bridge Working Group has the task of addressing the function
of multi-media bridges within TCP/IP networks. This is viewed as necessary
at this time because of the proliferation of these devices.

The first goal of the Group is to document the multi-media bridge technology
and point out the issues raised by having these devices in a TCP/IP internet.
If there are problems which can be addressed the Group will work towards
resolving them and documenting the solutions.

Goals and Milestones:

Done Finalize Charter of Group.
Aug 1991 Document mulit-media bridging technology and its affect on TCP/IP Internets.

Aug 1991 Document issues to be addressed by Working Group.



114 CHAPTER 3. AREA AND WORKING GROUP REPORTS

CURRENT MEETING REPORT

Minutes of the Multi-Media Bridging Working Group (MMB)

Report not submitted. Refer to Area Report for a brief summary.

Attendees
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Yoav Kluger
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Keith McCloghrie
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David Minnich
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Yuan Wang
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3.2.7 Point-to-Point Protocol Extensions (pppext)
Charter

Chair(s):
Brian Lloyd, brian@ray.lloyd.com

Mailing Lists:

General Discussion: ietf-ppp@ucdavis.edu
To Subscribe: ietf-ppp-request@ucdavis.edu
Archive:

Description of Working Group:

The Point-to-Point Protocol (PPP) was designed to encapsulate multiple proto-
cols. IP was the only network layer protocol defined in the original documents.
The Working Group is defining the use of other network level protocols and
options for PPP. The Group will define the use of protocols including: bridg-
ing, ISO, DECNET (Phase IV and V), XNS, and others. In addition it will
define new PPP options for the existing protocol definitions, such as stronger
authentication and encryption methods.

Goals and Milestones:

None specified

Internet Drafts:

“Definitions of Managed Objects for the Point-to-Point Protocol”, 09/10/1990,
Frank Kastenholz <draft-ietf-pppext-pppmib-01.txt>

“The Point-to-Point Protocol: LLC over PPP”, 12/12/1990, Arthur Harvey
<draft-ietf-ppp-licoverppp-01.txt>

“The Point-to-Point Protocol Configuration Options: Negotiation of 32-bit
FCS”, 12/12/1990, Arthur Harvey <draft-ietf-ppp-32bitconfig-01.txt>

“Point-to-Point Protocol Extensions for DECnet Phase IV”,06/04/1991, Steven
Senum <draft-ietf-pppext-decnet-00.txt>

“The Point-to-Point Protocol for the Transmission of Multi-Protocol Data-
grams Over Point-to-Point Links”, 07/01/1991, W A Simpson <draft-ietf-
pppext-lcp-02.txt>

“The PPP Internet Protocol Control Protocol (IPCP)”, 07/01/1991, G Mec-
Gregor <draft-ietf-pppext-ipcp-03.txt>

“Proposed Point-to-Point Procotol for AppleTalk”, 07/08/1991, S. Senum, J.
Muchow, F. Slaughter, B. Parker <draft-ietf-pppext-appletalk-00.txt>

115



116 CHAPTER 3. AREA AND WORKING GROUP REPORTS

“The PPP OSI Network Layer Control Protocol (OSINLCP)”, 07/25/1991, D.
Katz <draft-ietf-pppext-osinlcp-00.txt>

“The PPP Authentication Protocols”, 07/25/1991, B. Lloyd, W.A. Simpson
<draft-ietf-pppext-authentication-02.txt >

“PPP Link Quality Monitoring”, 12/30/1991, W. A. Simpson <draft-ietf-pppext-
lgm-01.txt>

Request For Comments:

RFC 1220 “Point-to-Point Protocol Extensions for Bridging”
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CURRENT MEETING REPORT

Reported Brian Lloyd/Telebit
Minutes of the Point-to-Point Protocol Extensions Working Group (PPPEXT)

Brian Lloyd welcomed the Group, asked for sign-in and led a short discussion on the mailing
list, PPP archive availability and a history of the Working Group. Also Brian discussed
current status and current implementations of PPP.

Bill Simpson reported that SAAG has reviewed the PPP authentication draft document.
The result is that the message digest algorithm used in the Challenge Handshake Authen-
tication Protocol (CHAP) may be either MD4 or MD5. The document is being changed to
support this. The default algorithm will be the same as that chosen by the SNMP Working
Group for SNMP authentication. [MD5 was chosen].

Brian Lloyd reported on the IPLPDN discussion on frame relay, X.25 and PPP over the
same physical interface. They decided to use XID to distinguish which protocol will run on
the link.

Brad Parker of Cayman gave a synopsis of the work on PPP in the AppleTalk Working
Group. Apple has chosen to use PPP instead of a proprietary point-to-point protocol, thus
paving the way for both IP and AppleTalk on the same serial interface. The result is a
document that is ready for review by the PPPEXT Working Group. Two implementations
are available. Brad has partially completed work on the drivers and an individual at the
University of Michigan is planning on continuing the effort.

Philip Almquist presented the comments on the PPP requirements portion of the Router
Requirements document. The members of the RREQ Working Group objected to listing
line speeds above which Van Jacobson (VJ) header compression should not be used. The
result was that the recommendation from the PPPEXT Working Group was changed to
read that VJ header compression should be used below 20Kbps and may be used at any
speed above that. The upper bound above which VJ header compression should not be
used, previously set at 64Kbps, was removed.

Philip also reported that there were objections by the members of the RREQ Working
Group to the requirement for Link Quality Monitoring (LQM). This led into a discussion
of LQM. The issue was also raised that some of the vendors wish to do other forms of
proprietary LQM.

One of the problems with the existing LQM is that it is considered to be part of the Link
Control Protocol (LCP) and hence must use an Async Control Character Map (ACCM) of
all 1’. This just about doubles the size of an LQM packet on an async link.

As a result, the LCP document will be modified to support a slightly different LQM ne-
gotiation that can support multiple types of LQM. If an implementation supports LQM at
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all, it must support the existing type of LQM so that there will be a common denominator
(analogous to MIB-1 and MIB-2 of SNMP).

As a result of the LQM problem the Group decided that all LCP packet/option codes less
than or equal to seven that are needed to bring the LCP to the open state must be escaped
using the all-ones ACCM. After the link is open the other options, i.e., authentication, new
LQM, etc., may be transmitted using the negotiated ACCM and compression options even
though these packets are ostensibly LCP packets.

There is a problem that occurs when the LCP goes to the open state and a frame that
has the ACCM set to zero (control characters not escaped) arrives at the receiver before
the receiver has updated its ACCM and changed to the open state (this often occurs when
the first Network Control Protocol (NCP) packet immediately follows the last LCP ack).
The NCP frame is discarded at the receiver. There was a suggestion to insert a delay to
allow the receiver to get to the open state before sending the NCP packet. It was noted
that this is not a serious problem because the standard error recovery sequence properly
deals with this. It was decided not to make a change in the state machine and to add an
implementation note describing the problem.

There was concern about the length of time that it can take to determine that a link has
failed (ten retries with three seconds between retries). The final decision was to make it
clear that the three second delay may be adjusted to accommodate links with lower latency,
i.e., that high speed link interfaces timeout values should be smaller. This information will
be added to the LCP document and the default timeout value will become part of the PPP
MIB.

Glenn McGregor presented his IPCP document and discussed the changes to the VJ header
- compression as used in PPP. Now, the slot number — which is used to identify a particular
session being compressed — is not compressed. This greatly improves error recovery if a
packet is lost or damaged in transit.

PPPEXT Minutes Evening Session

IP Address discussion continued. The Working Group decided to remove the feature for
negotiating/reporting multiple IP addresses on an interface.

In addition the Working Group decided that the IP address negotiation procedure was
too complicated to ensure that it worked properly. The Group decided on a much simpler
scheme that retains all the features of the earlier version without the complexity. The IPCP
document will contain a description of the old method along with a strong note indicating
that implementations should use the new IP address negotiation procedure, and that the
old IP address negotiation will be eliminated sometime in the not-too-distant future as the
IPCP document proceeds down the standards track.

Bill Simpson and Brian Lloyd presented the Authentication Document. The section on
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management of secrets (keys) has a hole due to the lack of availability of a secure mech-
anism for the dissemination of the “secret”. This will be gated by the work on Common
Authentication Technology (CAT) and on SNMP secret dissemination technology.

Also the Challenge Handshake Authentication Protocol (CHAP) will change the way it uses
MD5 to generate the authentication “signature” so as to be 100 percent compatible with
SNMP. This should allow the core authentication procedures to be completely interchange-
able between PPP and SNMP.

The discussion then proceeded to the call-back field of CHAP. The purpose of this field is
for one end or the other to indicate to the peer that it wishes to terminate the link and call-
back, primarily for purposes of reversing charges (some indicated that call-back may prove
useful for enhancing security). Several people indicated that multiple call-back destinations
may be desirable so a call-back address (phone number) field was defined and added.

Marty Del Vecchio from Shiva Corp presented Netware IPX Control Protocol which he has
implemented. The Group suggested a number of changes and improvements. Marty will do
further research and present an improved document soon.

Other documents were discussed. It was noted that 3Com has implemented stripped down
versions of most of the NCPs. There was nothing to report on CLNP/OSI over PPP.
AppleTalk over PPP is very close to completion. Michele Wright of Timeplex will take over
the DECnet over PPP document. Several of the implementors present indicated that they
are actively working on an implementation of PPP that supports DECnet.

The topic of conversation then moved on to switched circuit (dial-up, ISDN, etc.) connection
techniques. A discussion then ensued about techniques for automatically starting PPP
during a login process. It was noted that the first PPP frame on an async link consists of
the octet sequence “7e ff 7d 03”. This makes it possible for a terminal server or host to
recognize that the peer wishes to run PPP and may start PPP immediately.

The discussion also went back to PPP over ISDN. The XID technique for determining which
protocol would run, e.g., PPP, Frame Relay, or X.25, was discussed again.

The discussion then proceeded to the topic of inverse multiplexing, e.g., using multiple PPP
links to simulate a single link/interface with greater bandwidth. There is a need to add
a mechanism to indicate to the remote peer that one end or the other needs to increase
capacity and will be opening an additional link. It was suggested that the new link need
only open the LCP and authenticate, and there is no need to renegotiate the NCPs. The
magic number that is negotiated on a link could be used as a logical connection number and
can be made unique across all of the logical PPP connections, e.g., all physical connections
that are part of a single logical interface will use the same magic number.

Results and Decisions

1. The Group decided to move the status of the LCP document back to “Proposed”
because of the changes to LQM.
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2. The Group decided to move the status of the IPCP document back to “Proposed”
status because of the desired changes to the IP address negotiation.

3. The Group decided to keep the status of the Authentication document at “Proposed”
status due to the changes in the CHAP.
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3.2.8 Router Requirements (rreq)

Charter

Chair(s):

Philip Almquist, almquist@jessica.stanford.edu

Mailing Lists:

General Discussion: ietf-rreq@Jlessica.Stanford.edu
To Subscribe: ietf-rreq-request@Jessica.Stanford.edu
Archive:

Description of Working Group:

The Router Requirements Working Group has the goal of rewriting the existing
Router Requirements RFC, RFC-1009, and a) bringing it up to the organiza-
tional and requirement explicitness levels of the Host Requirements RFC’s, as
well as b) including references to more recent work, such as OSPF and BGP.

The Working Group will also instigate, review, or (if appropriate) produce ad-
ditional RFCs on related topics. To date, Group members have produced draft
documents discussing the operation of routers which are in multiple routing
domains (3 papers), TOS, and a routing table MIB.

The purposes of this project include:

e Defining what an IP router does in sufficient detail that routers from
different vendors are truly interoperable.

o Providing guidance to vendors, implementors, and purchasers of IP routers.

The Working Group has decided that, unlike RFC-1009, the Router Require-
ments document should not discuss Link Layer protocols or address resolution.
Instead, those topics should be covered in a separate Link Layer Requirements
document, applicable to hosts as well as routers. Whether this Group will
create the Link Layer Requirements is still to be determined.

Goals and Milestones:

Done
Done

Done

First Internet Draft version.
Second Internet Draft version.

Third Internet Draft version.

Sep 1991 Fourth Internet Draft version

Oct 1991 Final Internet Draft version.

Nov 1991 Submission for Proposed Standard.
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Internet Drafts:

“Requirements for Internet IP Routers”, 09/17/1990, Philip Almquist <draft-
ietf-rreq-iprouters-03.txt>

“Ruminations on Route Leaking”, 07/25/1991, Philip Almquist <draft-almquist-
leak-00.ps>

“Ruminations on the Next Hop”, 07/25/1991, Philip Almquist <draft-almquist-
nexthop-00.ps>

“Type of Service in the Internet Protocol Suite”, 07/25/1991, Philip Almquist
<draft-almquist-tos-02.txt>

“Some Thoughts on Multi-Domain Routing”, 07/25/1991, Ross Callon <draft-
callon-routing-00.txt>

“IP Forwarding Table MIB”, 08/14/1991, Fred Baker <draft-ietf-rreq-forwarding-
04.txt>
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CURRENT MEETING REPORT

Reported by Philip Almquist
Minutes of the Router Requirements Working Group (RREQ)

The Router Requirements Working Group met much more briefly than it had at previous
IETF meetings. There were three primary activities:

1. Discussion and approval of a Forwarding Table MIB.
2. Revision of the Router Requirements Draft.
3. Coordination with other working groups.

In addition, the Chair gave a lengthy plenary presentation on Router Requirements in
anticipation of its becoming a Proposed Standard before the next IETF meeting in San
Diego.

Each of the three activities listed above is described in more detail below. The Chair would
like to thank Frank Solensky for recording the decisions reached during the meeting.

Forwarding Table MIB

The Working Group discussed Fred Baker’s Forwarding Table MIB proposal. One substan-
tive flaw was found and fixed, and the revised version was deemed ready to be passed to
the TESG as a candidate for a Proposed Standard.

The Group hotely debated the question of whether the proposed MIB ought to handle
routing of IP multicasts and, if so, what modifications to the MIB would be required. The
range of conflicting views on these questions suggested that multicast routing will need to
be better understood before appropriate MIB support can be standardized. The Group felt
that the Forwarding Table MIB was too valuable to be placed on hold indefinitely while
multicast routing matures, but will revisit these issues before requesting that the MIB be
advanced to Draft Standard status.

Router Requirements Document

The Working Group discussed a number of minor technical issues and requests for clarifica-
tion. Most were disposed of with little debate. Probably the only notable decision was the
one to lower the requirement level of MIBs other than MIB-II from MUSTs to SHOULDs,
on the grounds that the number of MIBs which have been developed has reached the point
where implementing all relevant MIBs may be becoming onerous.

Coordination with Other Working Groups

The Working Group held a joint meeting with the Inter-Domain Policy Routing Working
Group to try to ascertain whether there were inconsistencies between the specifications the
two Groups are producing. The primary focus of the discussion was the implications of the
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IP-over-IP encapsulation used by IDPR (e.g., on ICMP error messages). There was also
some discussion of the interactions between the IDPR protocol and other routing protocols.
No particular inconsistencies between the work of the two Groups were identified, but
apparently both Groups found the discussions interesting and informative.

Although the Working Group did not hold an official joint meeting with the BGP Working
Group, the RREQ Chair and some other RREQ Working Group members attended the
BGP sessions at which route leaking between BGP and OSPF was discussed. The goal (or
at least the goal of the RREQ Chair) was to try to achieve consistency between the BGP
Group’s work and the parallel work on route leaking between arbitrary routing protocols

that is being done in the RREQ Group.

Attendees

Philip Almquist
Fred Baker

Atul Bansal
William Barns
Art Berggreen
William Biagi
Rob Coltun
Dave Cullerot
John Damiano
Kurt Dobbins
Shawn Gallagher
Jim Ghadbane
Chris Gunner
Frank Heath
Ronald Jacoby
Satish Joshi
Jean-Michael Jouanigot
Michael Karels
Frank Kastenholz
Manu Kaycee
Yoav Kluger
Stev Knowles
Ron Lau

John Lekashman
Tony Li

Gary Malkin
Mike Marcinkevicz
April Merrill
Donald Merritt
Dave Monachello
Dean Morris

almquist@jessica.stanford.edu
fbaker@emerald.acc.com
bansal@wile.nac.dec.com
barns@Qgateway.mitre.org
art@acc.com

bbiagi@cos.com
rcoltun@ni.umd.edu
cullerot@ctron.com

dobbins@ctron.com
gallagher@quiver.enet.dec.com
jimgh@newbridge.com
gunner@osicwg.enet.dec.com
heath@cmc.com

rj@sgi.com
sjoshi@synoptics.com
jimi@cernvax.cern.ch
karels@cs.berkeley.edu
kastenQeuropa.clearpoint.com
kayceeQctron.com
ykluger@fibhaifa.com
stev@ftp.com
rlau@synoptics.com
lekash@nas.nasa.gov
tli@cisco.com
gmalkin@ftp.com
mdm@csu.net
abmerri@tycho.ncsc.mil
don@brl.mil
dave@pluto.dss.com
morris@marvin.dec.com



3.2. INTERNET AREA

Dennis Morris
John Moy
Thomas Pusateri
Mark Schaefer
John Seligson
Harvey Shapiro
Richard Smith
Frank Solensky
Michael St. Johns
Brad Steinka

Iris Tal

Sally Tarquinio
William Townsend
Yuan Wang

Scott Wasson
Walter Wimer
Cathy Wittbrodt
Richard Woundy
John Ziegler

125

morrisd@imo-uvax.dca.mil
jmoy@proteon.com
pusateri@cs.duke.edu
schaefer@davidsys.com
johns@ultra.com
shapiro@unyose.nctsw.navy.mil
smiddy@pluto.dss.com
solensky@clearpoint.com
stjohnsQumdS.umd.edu
brad@python.eng.microcom. com
437-3580@mcimail.com
sally@gateway.mitre.org
townsend@xylogics.com
natadm!ycwQuunet.uu.net
sgw@sgw.xyplex.com
walter.wimer@Qandrew.cmu.edu
cjwlnersc.gov
rwoundy@ibm.com
ziegler@artel.com



126 CHAPTER 3. AREA AND WORKING GROUP REPORTS



3.2. INTERNET AREA

3.2.9 Special Host Requirements (shr)

Charter

Chair(s):

Bob Stewart, rlstewart@eng.xyplex.com

Mailing Lists:

General Discussion: ietf-hosts@nnsc.nsf.net
To Subscribe: ietf-hosts-request@nnsc.nsf.net
Archive:

Description of Working Group:

The Special-purpose Host Requirements Working Group is chartered to clarify
application of the Host Requirements RFCs (1122 and 1123) to systems that are
technically hosts but are not intended to support general network applications.
These special-purpose hosts include, for example, terminal servers (a “Telnet
host”), or file servers (an “FTP host” or an “NFS host”).

The Host Requirements RFCs address the typical, general-purpose system with
a variety of applications and an open development environment, and give only
passing consideration to special-purpose hosts. As a result, suppliers of special-
purpose hosts must bend the truth or make excuses when users evaluate their
products against the Requirements RFCs. Users must then decide whether
such a product is in fact deficient or the requirements truly do not apply. This
process creates work and confusion, and undermines the value of the RFCs.
The commercial success of the Internet protocols and their use in increasingly
unsophisticated environments exacerbates the problem.

The Working Group must define principles and examples for proper functional
subsets of the general-purpose host and specifically state how such subsets affect
the requirements. The Working Group must determine the balance between an
exhaustive list of specific special-purpose hosts and philosphy that remains
subject to debate. For the most part, it should be possible to base decisions
on existing experience and implementations. The special-purpose requirements
will be stated as differences from the existing RFCs, not replacements, and will
refer rather than stand alone.

Since they define strict subsets of the Host Requirements RFCs, the Special-
purpose Host Requirements appear to be an easier job and can be developed and
stabilized within 8-12 months. Most of the Group’s business can be conducted
over the Internet through email.

Goals and Milestones:

Done

Mailing list discussion of Charter and collection of concerns.
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Done

Oct 1990

Nov 1990

Jan 1990
Feb 1990

Apr 1991
May 1991

CHAPTER 3. AREA AND WORKING GROUP REPORTS

First IETF Meeting: discussion and final approval of Charter; discussion and
agreement on approach, including models, format, level and type of detail.
Make writing assignments.

First draft document.

Second IETF Meeting: review first draft document, determine necessary revi-
sions. Follow up discussion on mailing list.

Revised document.

Third IETF Meeting: make document an Internet Draft. Continue revisions
based on comments received at meeting and over e-mail.

Final draft document.

Fourth IETF meeting: review final draft and if OK, give to IESG for publica-
tion as RFC.
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3.3 Network Management Area

Director(s):
¢ James Davin: jrd@ptt.lcs.mit.edu

Area Summary reported by James Davin/MIT

At the Santa Fe meeting of the IETF, six working groups of the Network Management Area
held one or more sessions throughout the week. Two Birds of a Feather sessions were also

held.

The SNMP Network Management Directorate reviewed six MIB specifications that had been
recently reported out of working groups. Three of these were products of the Character MIB
Working Group: the MIB for Character Stream Devices, the MIB for Parallel-Printer-Like
Hardware Devices, the MIB for RS232-Like Devices. Also reviewed were the IP Forwarding
MIB produced by the Router Requirements Working Group, the Frame Relay MIB produced
by the IPLPDN Working Group, and the SMDS Interface Protocol MIB produced by the
SNMP Working Group. The IESG announced its intention to consider these MIBs as
candidates for Proposed Standard status after final text is available in the Internet-Drafts
repository.

In addition, the Directorate discussed the problem of representing elaborate protocol stacks
using the abstractions provided by the “interfaces” Group of MIB 2. The Directorate
discussion was premised on the notion that is implicit in MIB 2 that an “interface” object
is only used to represent protocol entities below the internetwork (e.g., IP) layer. The
problem addressed has arisen in any number of Working Group discussions: although the
interfaces Group in MIB 2 is a convenient abstraction for managers, it doesn’t support
specific transmission media or elaborate protocol stacks that may involve both downward
and upward multiplexing.

The Directorate discussion came to three conclusions:

1. Every entry in a media-specific MIB table is paired one-to-one with a single entry
in the interfaces table of MIB 2. The media-specific entry can be reached from the
generic interfaces table entry by using information in the ifType object together with
information in the ifIndex object.

2. Media-specific MIB table entries can (and often do) include “pointer” information
that represents user-service relations among entities in a more or less elaborate pro-
tocol stack below the internetwork layer. This pointer information variously takes the
form of OBJECT IDENTIFIER values (as in the Character MIB) or combinations of
OBJECT IDENTIFIER and INTEGER values.
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3. If every protocol entity below the internetwork layer is represented by an entry in the
MIB 2 interfaces table, then all possible user-service relations among such entities
may be concisely represented as a set of ordered pairs of ifIndex values. A simple
MIB to represent such a set of ordered pairs was deemed desirable.

A document presenting these conclusions in greater detail will be prepared as a basis for
broader discussion of this problem.

X.25 Management Information Base

The Working Group met to consider three documents: one that instruments X.25 link-layer
functionality, one that instruments X.25 layer 3 functionality, and one that instruments
convergence functions necessary to run IP over X.25.

At this meeting, the Working Group decided that the scope of instrumentation in the link-
layer MIB will be confined to the LAPB protocol. The Working Group also concluded that
the objects in these MIBs should be reviewed for actual usefulness in managing networks
and that some pruning or alteration in conformance posture may be desirable. The Working
Group noted that the IPLPDN Working Group was contemplating a revision to RFC 877
and decided to monitor that activity to determine if it may warrant revision to the IP /X.25
convergence MIB. The Group also discussed at some length the problems of representing
X.25 protocol stacks in MIBs and suggested that the SNMP Directorate might pay some
attention to this problem.

Remote LAN Monitoring

This Working Group met informally to discuss implementation experience with the recently
published RMON MIB. At the suggestion of members who had attended the Birds of a
Feather session on SNMP Device Discovery earlier in the week, the Working Group spent
some time discussing ways in which RMON technology could be applied to the device
discovery problem. The meeting also recommended that a new working group be formed
to address extensions of the RMON MIB for Token Ring media.

IEEE 802.3 Hub MIB

This Working Group met to discuss the current draft of an SNMP MIB for 802.3 Repeater
devices. The Chair reported on IEEE reaction to this first draft of the SNMP MIB. A
presentation was made on ideas for a “Chassis MIB” that is useful in instrumenting com-
munications products that encompass multiple devices. As a result of this presentation, the
Working Group concluded that its repeater MIB need not accommodate multiple repeater
devices as this need was better addressed by the notion of a Chassis MIB. The Working
Group recommended that effort be applied to development of the Chassis MIB ideas.

Internet Accounting

This Working Group met in two sessions during the Santa Fe IETF meeting. The first
session reviewed the Internet Accounting Background document (RFC 1272). Some time
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was spent bringing newcomers up to date with the Working Group’s purpose and efforts.
New attendees brought fresh perspectives and offered many comments, criticisms, and sug-
gestions that will be incorporated into either a new version of the RFC or into follow-on
documents.

The second session was spent in discussion of the latest draft of the Internet Accounting
Architecture. Although this document has existed for several months now and has under-
gone three or four extensive revisions, it still needs work, both in form and content. The
stated scope of the document was tightened. The Internet Accounting model and its dif-
ference from the OSI accounting model was more clearly defined. A decision was made to
combine the metering services document (formerly to be separate) with the architecture
document. A decision was made to announce the Working Group’s intention to produce a
draft MIB document before its work is concluded. Discussion of the architecture document
will continue with a view to advancing it to the status of Internet Draft by the next IETF
conference.

Simple Network Management Protocol

This Working Group met briefly in Santa Fe to conclude its business. The only item
of outstanding business was the resolution of issues surrounding the Ethernet MIB. The
Working Group Chair reviewed the course of action that had been previously discussed
on the mailing list. With the formation of the Ethernet MIB Working Group to resolve
outstanding issues, the SNMP Working Group adjourned and disbanded. The scheduled
time that remained after adjournment of the SNMP Working Group was devoted to the
first meeting of the new Ethernet MIB Group.

Ethernet MIB

The Ethernet MIB Working Group met for the first time in Santa Fe to begin its resolution
of outstanding issues in the Ethernet MIB. The Working Group Charter was presented and
interpreted by the Chair. The Working Group decided to omit from the current version of
the MIB the language that dissociates conformance to the standard from actual implemen-
tation of the relevant objects. The Working Group felt that resolution of the issues required
a more straightforward strategy that ties implementation requirements to particular oper-
ating environments. The Working Group also decided that distinctions between 802.3 and
Ethernet environments could be a useful principle in articulating conformance requirements.
The Group also agreed that distinctions between hardware and software implementations
of MAC layer functions would also be an important consideration.

SNMP MIB Compiler

A Birds of a Feather session on SNMP MIB Compiler technology was conducted by Dave
Perkins of SynOptics. Dave presented his recent work on MIB compiler technology and
explained how it could be valuable both in syntax checking of MIB documents and as a tool
to support development of SNMP agents.
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SNMP Device Discovery

A Birds of a Feather session on SNMP Device Discovery was conducted by Fred Baker
of ACC. Much time was spent in this session attempting unsuccessfully to formulate an
adequate definition of the problem. The session articulated some ideas on how remote
monitoring technology could be applied to the device discovery problem, and these were
subsequently presented to the RMON MIB Working Group for its consideration.
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CURRENT MEETING REPORT

Reported by Fred Baker/ACC
Minutes of the SNMP Device Discovery BOF (DEVDISC)

Prior to meeting in Santa Fe, there was an extended discussion on the finder@emerald.acc.com
and SNMP-WG@nisc.nyser.net mailing lists. It is summarized as follows, as it represents a
significant context to the BOF held at the IETF meeting.

Essentially, we have two problems and at least three solutions on the table. The purpose
of the BOF is exploratory - there exists a subset of individuals who fee] that there is no
viable problem to solve, and if there is it should not be solved; there are others who support
various viewpoints. We need to put all of the issues on the table and come up with a
problem statement before we can either proceed or decide not to proceed. The problems
are:

1. Within a single administrative domain, it should be possible for Network Management
Systems to locate all of the systems appropriate for them to manage (e.g., with SNMP)
without preconfiguration. This is believed to be helpful to network managers in that
they now have positive assurance that they do in fact know all of the key devices in
their networks. This viewpoint has been presented by a couple of vendors, and was
in fact the start of the discussion.

2. Within a single administrative domain, it is possible and probable that devices are
added to the network without the knowledge of the network manager. Several network
managers have indicated a desire to know literally all of the devices on their networks,
and their network layer attributes.

The potential solutions may be classified as “first person”, “second person”, and “third
person” solutions, and there are a couple of variations on each of those:

First Person:

Examples of current deployment:

e Wide area: RWHO...
o Immediate Neighbor: OSPF, ES-IS, IS-IS, DECNET, RIP, DECNET, DEC MOP,
DEC LAT...

Each SNMP-manageable device on the network periodically emits a trap which announces
its presence to interested parties. The trap is sent to a multicast which is received by inter-
ested parties on the extended LAN. Its contents include Object Identifiers of MIB Groups
supported by the device, system.sysObjectID, and the Read-only community string/party
to be used with this agent. If we presume that the probability that a multicast will reach
all of its intended recipients > some value, then the probability that all of the network
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managers know about all of the devices they should manage within some amount of time
is a function of the emission rate and the time limit.

A second version of this might use IP Multicasting to propagate information throughout
the administrative domain.

Concerns:

¢ First approach: Impact of SNMP Security Architecture not yet analyzed. Does not
propagate information beyond router.

e Second approach: Scaling, definition of administrative boundaries, some details in
SNMP. Impact of SNMP Security Architecture not yet analyzed.

e Doesn’t solve second problem.

Second Person:

Examples of current deployment:

¢ ARP
¢ 802.5 RIF Discovery
¢ DEC RBMS

Each interested party does something to elicit a response from the systems it is concerned
about. This might include sweeping MIBs and then pinging new folks discovered in ARP
caches, etc. Someone has suggested letter bombs - broadcast a GET system.sysDescr, and
collect the responses. In the latter class of solution, there would need to be either some
random “host delay” to avoid flooding the network, or an “exclusion group” to advise
responders to NOT respond.

Concerns:

o Scaling, traffic level, both burst and sustained, definition of administrative bound-
aries.

Sweeps may solve second problem, or at least part of it, but this is not assured. broadcast
“pings” only solve it for the architectures whose “ping” is used, and not all architectures
define a “ping”.

Third Person:

Examples of current deployment:
¢ RMON MIB

A subset of the systems in the network actively notify the interested NMSs of new systems
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that they detect. “Detection” is somewhat imprecise - one proposal defines detection to be
a protocol specific neighboring relationship; another defines it as the use of 2 LAN source
address. In the latter, the RMON MIB is proposed as a solution.

Concerns:

e With the RMON MIB, no network layer information is captured. If the network
manager is not on the local wire with the system found, it has no information other
than the MAC Address and the location of the monitor with which to do anything
further and no protocol with which to get it.

o With the RMON MIB, only LAN systems are detected, and then only on LANs that
have objects defined in RMON. As it stands today, RMON is fairly obviously targeted
at Ethernet. For use on Token Ring or FDDI, there is additional work defined by the
RMON Working Group. Multipoint networks such as SMDS and Frame Relay are
not addressed; this may or may not be an issue - can we assume that contracts exist
in the presence of these technologies? Are private networks a concern?

e With the protocol specific detection, a router or bridge could advertise the MAC and
network layer information to the NMS; the fact that a TRAP is unreliable means
that the NMS might nonetheless fail to learn the information. Use of a SET has
been suggested, but some feel that specifying an application residing in the router
or bridge is distasteful. Each NMS could also poll the subset of systems (monitors,
routers, etc., a limited subset of the network) for new information.

The BOF was started with a presentation by Anil Rijsinghani of Digital, whose question on
the SNMP Mailing List is what actually started the whole debate. His fundamental concern,
echoed by some other vendors, was that there is today no single, reliable, way to find all of
the SNMP Manageable devices in an administrative domain. As a corollary to that, there
is no way to determine what MIBs any given station supports. Even a MIB walk may not
return that information if a MIB is primarily composed of tables and the service is not
currently configured or active. Mechanisms that are available depend on assumptions that
may not hold, such as the use of the “public” community in SNMP or that SNMP capable
systems periodically send SNMP messages. Other drawbacks of existing mechanisms may
include: they are complex, generate excessive traffic, and require every NMS to perform its
own discovery. Requirements of a solution to this problem include: it should be reliable
(discover every SNMP device), be simple, use small amount of network bandwidth, require
a small amount of agent effort, should work regardless of powerup sequence, impose a low
load on others and convey useful standardized information.

The remainder of the BOF was given over to determining what problem the assembled
company wanted to solve; this is a non-trivial problem in its own right. The discussion was
wide-ranging, and a number of quite divergent opinions were presented. It was generally
felt that the problems of finding all SNMP capable systems, finding all SNMP/UDP /1P
capable systems, and finding all systems that use the Internet were quite distinct and call
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for different solutions, and that finding all equipment attached to the Internet is not a
solvable problem.

After much discussion, it was concluded that the fundamental problem seeking solution
borrowed components of each of these problems. Network managers do in fact need to
know what equipment is attached to their networks, and are helped by products which will
perform this function. Products that do this utilize the RMON MIB, proprietary MIBs
and algorithms, and scan such tables as the ARP cache and Routing cache. However, the
problem of device discovery does not include a number of other functions (such as drawing
a picture or matrix of Internet connectivity). These are “next step” processes which follow
the discovery of the systems in the network.

Given this much problem definition, the conclusion was reached that the RMON MIB could
be extended to solve much of the discovery process. The reasons that it is inadequate now
are:

o It is limited to finding systems attached to LANs, and
¢ It does not capture the protocol type or network layer protocol addresses that a device
is using.

As a result, the information captured about a system found by RMON, as it stands, cannot
be used to perform the next step, that of pinging the device, especially if the device is
separated from the NMS by a router. Therefore, the ultimate solution reached was to
recommend that the RMON MIB be extended with a table containing, at minimum, the
following information:

deviceTable
deviceEntry [deviceMacAddress, deviceProtocoll]
deviceMacAddress OCTET STRING
deviceProtocol OCTET STRING or OBJECT IDENTIFIER
deviceProtocolAddress OCTET STRING

There may not be a protocol address for all protocols layered onto the Data Link Layer, so
the NMS must expect that deviceProtocolAddress may have a length of zero octets.

A prototype MIB will be forwarded to Mike Erlinger for consideration by the RMON Work-
ing Group.
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CURRENT MEETING REPORT

Reported by David Perkins/SynOptics
Minutes of the SNMPMIB Compiler BOF (MIBCOMP)

This BOF was a presentation by Dave Perkins of a unique architecture for an SNMP MIB
Compiler. The important aspects of this project are that:

1. The compiler is split into a separate front-end and a replaceable back-end;

2. The front-end does extensive syntax and semantic checks much better than MOSY
and includes support for traps, multiple modules, imports, and textual conventions;

3. The back-ends are easy to write and can be used for specific applications; and

4. The intent is to make the source code “public domain” so that it can be used by any
interested party.

Example users of the system include the following:

1. SNMP agent developers - a back-end can be written to generate MIB data structures
and dispatch tables specific to an agent implementation.

2. MIB developers - the front-end provides extensive error checking. A back-end can be
written to print “reports”.

3. Management station developers - a back-end can be written which merges additional
fields with those from MIB objects so that database records can be generated for a
generic MIB query system.

4. SNMP tool developers - a back-end can be written which formats the MIB information
so that it can be used by existing tools that require MIB object information in a format
other than the concise MIB format.

Dave presented an overview of the MIB compiler architecture and gave a status report of
his current implementation experience. Key points included the following: the front-end is
currently implemented under MS-DOS and was used on a laptop at the IETF to do instant
MIB checking; much testing has been done including all the MIBs in RFCs and many of
the MIBs in Internet Drafts; and an example back-end was written which demonstrated
selection of MIB groups for reporting,.

There were many action items to be done by the next IETF meeting. The key ones included:
porting to UNIX; working out the details so the code could be made “freely available”; and
setting up a directory where sources and documentation could be reached via FTP access.
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3.3.1 Bridge MIB (bridge)
Charter

Chair(s):
Fred Baker, fbaker@emerald.acc.com

Mailing Lists:
General Discussion: bridge-mib@nsl.dec.com
To Subscribe: bridge-mib-request@nsl.dec.com
Archive:

Description of Working Group:

The Bridge MIB Working Group is a subgroup of the SNMP Working Group,
and is responsible for providing a set of SNMP/CMOT managed objects which
IEEE 802.1 Bridge Vendors can and will implement to allow a workstation to
manage asingle bridged domain. This set of objects should be largely compliant
with (and even draw from) IEEE 802.1(b), although there is no requirement
that any specific object be present or absent.

Goals and Milestones:

Done Publish initial proposal
Done Submit an Internet Draft
Done Submit draft for RFC publication

Request For Comments:

RFC 1286 “Definitions of Managed Ob jects for Bridges”
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3.3.2 Character MIB (charmib)

Charter

Chair(s):

Bob Stewart, rlstewart@eng.xyplex.com

Mailing Lists:

General Discussion: char-mib@decwrl.dec.com
To Subscribe: char-mib-request@decwrl.dec.com
Archive:

Description of Working Group:

The Character MIB Working Group is chartered to define a MIB for Character
Stream Ports that attach tosuch devices as terminals and printers.

The Working Group must first decide what it covers and what terminology to
use. The initial thought was to handle terminals for terminal servers. This
directly generalizes to terminals on any host. From there, it is a relatively close
step to include printers, both serial and parallel. It also seems reasonable to go
beyond ASCII terminals and include others, such as 3270. All of this results in
the suggestion that the topic is Character Stream Ports.

An important model to define is how character ports relate to network inter-
faces. Some (a minority) terminal ports can easily become network interfaces
by running SLIP, and may slip between those states.

Given the basic models, the Group must select a set of common objects of
interest and use to a network manager responsible for character devices.

Since the goal is an experimental MIB, it may be possible to agree on a doc-
ument in 3 to 9 months. Most of the Group’s business can be conducted over
the Internet through email.

Goals and Milestones:

Done

Done

Done

Done

Mailing list discussion of Charter and collection of concerns.

143

Discussion and final approval of Charter; discussion on models and terminology.

Make writing assignments.
First draft document, discussion, additional drafts, special meeting?

Review latest draft and if OK, give to IESG for publication as RFC.

Internet Drafts:
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“Definitions of Managed Ob jects for RS-232-like Hardware Devices”, 11/26/1990,
Bob Stewart <draft-ietf-charmib-rs232like-03.txt>

“Definitions of Managed Objects for Parallel-printer-like Hardware Devices”,
11/26/1990, Bob Stewart <draft-ietf-charmib-parallelprinter-02.txt>

“Definitions of Managed Objects for Character Stream Devices”, 11/26/1990,
Bob Stewart <draft-ietf-charmib-charmib-02.txt>
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3.3.3 DECnet Phase IV MIB (decnetiv)

Charter

Chair(s):

Jonathan Saperia, saperia@tcpjon.enet.dec.com

Mailing Lists:
General Discussion: phiv-mib@jove.pa.dec.com
To Subscribe: phiv-mib-request@jove.pa.dec.com
Archive:

Description of Working Group:
The DECNet Phase IV MIB Working Group will define MIB elements in the
experimental portion of the MIB which correspond to standard DECNet Phase
IV objects. The Group will also define the access mechanisms for collecting the
data and transforming it into the proper ASN.1 structures to be stored in the

MIB.

In accomplishing our goals, several areas will be addressed. These include:
Identification of the DECNet objects to place in the MIB, identification of the
tree stucture and corresponding Object ID’s for the MIB elements, Generation
of the ASN.1 for these new elements, development of a proxy for non-decnet
based management platforms, and a test implementation.

Goals and Milestones:

Done

Done

Done

Done

Done

Jul 1991

Review and approve the Charter and description of the Working Group, making
any necessary changes. At that meeting, the scope of the work will be defined
and individual working assignments will be made.

Mailing list discussion of Charter and collection of concerns.

Review first draft document, determine necessary revisions. Follow up discus-
sion will occur on mailing list. If possible, prototype implementation to begin
after revisions have been made.

Make document an Internet Draft. Continue revisions based on comments
received at meeting and over e-mail. Begin ‘real’ implementations.

Review final draft and if OK, give to IESG for publication as RFC.

Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.

Request For Comments:

RFC 1289

“DECnet Phase IV MIB Extensions”
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3.3.4 Ethernet MIB (ethermib)
Charter

Chair(s):
Frank Kastenholz, kasten@europa.clearpoint.com

Mailing Lists:
General Discussion: enet_mib@europa.clearpoint.com
To Subscribe: enet_mib-request@europa.clearpoint.com
Archive: Not available

Description of Working Group:

This Working Group is charged with resolving the outstanding conformance
issues with the Ethernet MIB in preparation for its elevation from Proposed to
Draft Standard status. Specifically, this Working Group shall:

(1) Develop a document explaining the rationale for assigning MANDATORY
status to MIB variables which are optional in the relevant IEEE 802.3 specifi-
cation (the technical basis for the Internet Ethernet MIB). This shall not be a
standards-track document.

(2) Develop an implementation report on the Ethernet MIB. This report shall
cover MIB variables which are implemented in both Ethernet interface chips,
and in software (i.e., drivers), and discuss the issues pertaining to both. This
report shall also summarize field experience with the MIB variables, especially
concentrating on those variables which are in dispute. This document shall not
be a standards-track document. While the Ethernet MIB is progressing through
the standardization process, this document shall be periodically updated to
reflect the latest implementation and operational experience.

(3) Work to reconcile the differences regarding MANDATORY and OPTIONAL
MIB variables with the IEEE 802.3 Management Specification.

(4) Extend explicit invitations to the members, reviewers, and participants of
the IEEE 802.3 committee to participate in the Working Group’s efforts. This
will ensure that as much Ethernet and IEEE 802.3 expertise as possible is
available.

(5) Maintain a liaison with the IEEE 802.3 committee. All documents produced
by the Working Group will be forwarded to the IEEE 802.3 committee for their
consideration as contributions to their efforts.

(6) Modify the “grouping” of variables in the MIB, in the light of the im-
plementation and operational experience gained, in order to effect the desired
conformance groupings.

This Working Group is chartered to make only changes to the MIB that fall
into the following categories:
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(1) Division of variables into MIB groups. This may necessitate adding or
deleting groups and conceptual tables and moving variables among said groups
and conceptual tables. Doing so may require the addition or deletion of vari-
ables necessary to support the conceptual tables (e.g., the ...Table, ...Entry,
and ...Index types of variables). These changes may be necessary to align the
MIB with the work of other standards bodies, the needs of implementors, and
the needs of network managers in the Internet.

(2) Changing the conformance requirements of the MIB groups in order to align
the MIB with the work of other standards bodies, the needs of implementors,
and the needs of network managers in the Internet.

(3) Deleting variables from the MIB on the basis of implementation and op-
erational experience showing that the variables are either unimplementable or
have little practical operational value.

The Working Group is explicitly barred from making changes to the definition
or syntax of objects nor may the Working Group add objects to the MIB except
as may be required by Point 1 above.

Goals and Milestones:

TBD Draft Variable Status Rationale document.

TBD Develop Implementation Report.
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CURRENT MEETING REPORT

Reported by Frank Kastenholz/Clearpoint Research Corp
Minutes of the Ethernet MIB Working Group (ETHERMIB)

The first order of business was to review the administrative issues surrounding the Working
Group:

1. The Charter and the “Pax Davin” were reviewed and discussed at length. All present
agreed to strictly adhere to the rules of Charter and the “Pax Davin”.

2. The Working Group decided to try to have the documents required by the Charter
ready for publication at the same time as the MIB is put forward for Draft Standard
status. This would be in about six months. These two documents are:

(a) An explanation for the assignment of MANDATORY status to optional 802.3
variables, and

(b) An implementation report on the MIB variables.

(c) A mailing list will need to be created.
[This has been done — enet_mib@europa.clearpoint.com.]

After discussing administrative issues, the Working Group turned its attention to the MIB
itself. The following items were discussed (thanks to Anil Rijsinghani of DEC for his notes
of the meeting). Any changes to the MIB will be made to the version to be put forward for
DRAFT STANDARD status.

1. The Working Group discussed the text in the MIB which allows an implementation
to return 0 for counters for which the underlying events are not counted. It was
realized that this wording makes it impossible to disambiguate the two cases of not
implementing a counter and and 0 occurrences of the underlying event.

The Working Group discussed the issue and a vote was taken on it. The Group
decided to remove the offending text from the document. The Working Group realized
that for variables to which this text applies, there are four alternatives which should

apply:

(a) Delete the variable from the MIB entirely as its utility has not been demon-
strated by wide implementation experience,

(b) Move the variable into a separate optional MIB group,
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(c) The implementor must figure out some way to support the variable, and

(d) The implementor would not implement the variable, return noSuchName errors
whenever the variable is accessed and not claim compliance to the MIB.

2. The possibility of an 802.3 specific (as opposed to DIX Ethernet specific or common
to both) MIB group was discussed. It was decided to continue this discussion on the
mailing list.

3. The dot3StatsExcessiveDeferrals object is implemented in only one chip out of 14
studied by Anil Rijsinghani. It should either be made optional or be removed from
the MIB. The other mandatory objects are implementable with commonly available
chips and supporting software. This will be considered for further study on the
mailing list.

4. The TDR definition in the MIB is not sufficient, given that IEEE 802.3 does not
define this object. It does not describe the two conditions under which the object
is defined, and how to distinguish between them (short and open cable faults). Anil
Rijsinghani will contribute text to clarify this.
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3.3.5 IEEE 802.3 Hub MIB (hubmib)
Charter

Chair(s):

Keith McCloghrie, kzm@hls.com
Donna McMaster, mcmaster@synoptics.com

Mailing Lists:

General Discussion: hubmib@synoptics.com
To Subscribe: hubmib-request@synoptics.com
Archive: pub/humbib:sweetwater.synoptics.com

Description of Working Group:

This Working Group will produce a document describing MIB objects for use
in managing Ethernet-like hubs. A hub is defined as a multiport repeater that
conforms to Section 9, “Repeater Unit for 10 Mb/s Baseband Networks” in
the IEEE 802.3/ISO 8802-3 CSMA./CD standard (2nd edition, Sept. 1990).
These Hub MIB objects may be used to manage non-standard repeater-like
devices, but defining objects to describe vendor-specific properties of non-
standard repeater-like devices are outside the scope of this Working Group.
The MIB object definitions produced will be for use by SNMP and will be
consistent with other SNMP objects, conventions, and definitions.

In order to minimize the instrumentation burden on managed agents, the MIB
definitions produced by the Working Group will, wherever feasible, be seman-
tically consistent with the managed objects defined in the IEEE draft standard
P802.3K, “Layer Management for Hub Devices.” The Working Group will
base its work on the draft that is the output of the July 1991 IEEE 802 plenary
meeting. The Working Group will take special cognizance of Appendix B of
that specification that sketches a possible realization of the relevant managed
objects in the SNMP idiom.

Consistent with the IETF policy regarding the treatment of MIB definitions
produced by other standards bodies, the Working Group may choose to con-
sider only a subset of those objects in the IEEE specification and is under
no obligation to consider (even for “Optional” status) all objects defined in
the IEEE specification. Moreover, when justified by special operational needs
of the community, the Working Group may choose to define additional MIB
objects that are not present in the IEEE specification.

Although the definitions produced by the Working Group should be architec-
turally consistent with MIB-II and related MIBs wherever possible, the Charter
of the Working Group does not extend to perturbing the conceptual models
implicit in MIB-II or related MIBs in order to accommodate 802.3 Hubs. In
particular, to the extent that the notion of a “port” in an 802.3 Hub is not
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consistent with the notion of a network “interface” as articulated in MIB-II, it
shall be modelled independently by objects defined in the Working Group.

Because the structure of 802.3 Hub implementations varies widely, the Working
Group shall take special care that its definitions reflect a generic and consistent
architectural model of Hub management rather than the structure of particular
Hub implementations.

The IEEE Hub Management draft allows an implementor to separate the ports

in a hub into groups, if desired. (For example, a vendor might choose to repre-
sent field-replaceable units as groups of ports so that the port numbering would
match a modular hardware implementation.) Because the Working Group
Charter does not extend to consideration of fault- tolerant, highly-available
systems in general, its treatment of these groups of ports in an 802.3 Hub
(if any) shall be specific to Hub management and without impact upon other
portions of the MIB.

Goals and Milestones:

Done

Done

Distribute first draft of documents and discuss via E-mail.

Working Group meeting as part of IETF to review documents.

Sep 1991  Distribute updated documents for more E-mail discussion.

Nov 1991

with specified editing changes.

Jan 1992 Documents available with specified changes incorporated.

Internet Drafts:

“Definitions of Managed Objects for IEEE 802.3 Repeater Devices”, 07/23/1991,
Donna McMaster, Keith McCloghrie <draft-ietf-hubmib-mib-00.txt>

Review all documents at IETF meeting. Hopefully recommend advancement



3.3. NETWORK MANAGEMENT AREA 155

CURRENT MEETING REPORT

Reported by Donna McMaster/SynOptics
Minutes of the IEEE 802.3 Hub MIB Working Group (HUBMIB)
The meeting was called to order by Co-Chairs Keith McCloghrie and Donna McMaster.

Agenda

Introduction

Chassis MIB presentation (Keith)

Repeater ID discussion and resolution

Report on IEEE 802.3 Hub Management ballot (Donna)
Discussion of outstanding issues

e & o o o

— From Section 8 of the current draft
— From the mailing list since the Atlanta meeting

There were no changes to the draft, mailing list, or archive site since the last meeting.
The current draft is still the July 22, 1991 version. The Working Group mailing list is
hubmib@synoptics.com. Requests should be sent to hubmib-request@synoptics.com. Drafts
and mail are archived in pub/hubmib on sweetwater.synoptics.com, and can be accessed
using anonymous ftp.

Donna will add all meeting attendees to the hubmib mailing list.
Chassis MIB

There has been significant discussion about the repeater ID. Several parties have expressed
the opinion that the repeater ID is not the best solution to the problem of managing multiple
repeaters with a single agent, but that the problem needs to be addressed.

Keith presented an alternate proposal, dubbed a “Chassis MIB.” This MIB defines ob-
jects for managing a “box” containing assorted network devices such as repeaters, bridges,
routers, and/or terminal servers. Keith’s slides are reproduced below.

CHASSIS MIB

How to manage a box containing multiple modules.

o Multiple Physical Modules - slots

o Multiple Logical Devices - repeaters, bridges, etc.

o Multiple Backplane ‘‘Wires’’ - Ethernet, Token Ring, FDDI, etc.
o Power Supply - need separate MIB
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PHYSICAL DEVICE TABLE

What’s in the Slot ?

(o]

o
(o}

Index by slot-number
Board Type - an 0ID, common values defined for empty and unknown
Last change - sysUpTime at last insert/removal

LOGICAL DEVICE TABLE

[¢]

o O 0O O

Index by integer

Function - a sum of values, one value for each of repeater,
bridge, router, terminalServer, management card, etc.
ObjectId = sysObjectld

Party - a SNMP party 0ID, or ‘noParty’

Community - community-string or empty

IpAddress - IP Address for use with community

BACKPLANE WIRES TABLE

(o}
o
o

Indexed by integer
Type - an 0ID
Other ?7

RELATION TABLE

Which device(s) are in which slot(s) and connected to what wires on
the backplane

(o]

o O O O

Each entry represents one relation
Each entry contains three pointers:

ist pointer is the slot number

2nd pointer is the logical device index
3rd pointer is the backplane wire index

An entry means that the module in the indicated slot is (part of)
the indicated logical device and is connected to the indicated
backplane wire.

EXAMPLE
Slot Device Backplane
1 1 1
2 1 1
3 2 1
3 2 2
4 3 2
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5 3 2

devices 1,3 are repeaters; device 2 is a bridge.

Vigorous discussion ensued. There were many questions, and general enthusiasm. Some of
the issues raised:

e Questions about physical vs. logical devices
o Use netAddr instead of IP address

e Multiple addresses for the same agent (router, or OOB): could make multiple entries
in the device table. Would need an additional index variable for the table.

e What community string does each device send in traps — that is, if one agent represents
multiple repeaters, how does the trap receiver determine which repeater is referenced
by the trap?

The enthusiasm threatened to use all the time allocated for discussion of repeater MIB
issues, so a straw poll was taken to see if a new effort should be undertaken to develop a
Chassis MIB. Straw poll question: Do people believe that the development of a Chassis
MIB is a useful and feasible project? Strong consensus that a Chassis MIB is both useful
and feasible, no opposition was expressed.

Repeater ID

Keith briefly recapped the repeater ID issue and opened the floor to debate. Several people
expressed the opinion that the repeater ID is not the appropriate mechanism for handling
multiple repeaters, and that energy should be directed instead toward development of a
Chassis MIB.

No one was speaking in favor of the repeater ID, so a straw poll was taken. Twelve people
indicated preference for dropping the repeater ID; one (Jeff Case) wanted to keep the 1D.
When asked for comment, Jeff explained that it was a simple solution to a current, real
problem, but that he knew better than to fight overwhelming odds.

Donna presented a letter from IEEE 802.3 Hub Management members Kathy de Graaf
(DAVID Systems), Steve Horowitz (Chipcom), and Jim Reinstedler (Ungermann-Bass),
arguing to keep the repeater ID. Their conclusion is that the repeater ID “provides a simple,
inexpensive, standard, interoperable, and useful way of allowing a single agent to address
multiple repeaters.” (Full text of the letter will be published in the Proceedings.) Discussion
was invited; no one had changed his/her opinion. No representatives from Chipcom or
Ungermann-Bass were present to comment. Mark Schaefer from DAVID Systems declined
to comment on the letter, saying that he personally prefers the Chassis MIB solution.
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In light of the strong consensus, the Working Group officially decided to remove the repeater
ID from the MIB, effectively making the MIB definitions represent a single repeater instead
of a collection of repeaters.

IEEE Report

Donna presented a summary of IEEE 802.3 Hub Management Task Force (802.3 HMTF)
activities. The 802.3 HMTF circulated a draft for letter ballot in early August. The
draft received 325 comments from 64 balloters, with an initial approval rate of 71 percent.
All comments were addressed in meetings held at the IEEE 802 Plenary November 10-15.
Enough comments were favorably resolved to raise the approval rate above the 75 percent
needed to consider the ballot formally passed.

802.3 HMTF made a number of changes in their draft as a result of the comment resolution
process. A new draft will be mailed out for confirmation ballot in December, closing in
January. (The confirmation ballot process is intended to verify that changes address voters’
concerns without creating new problems.)

The overall 802.3 Working Group also chartered new activities for defining MAU manage-
ment information and for rewriting the current 802.3 layer management standard in the
ISO GDMO format. The MAU management effort will include such information as media
type (e.g., 10BASE-T or coax) and link status.

A summary of the major changes being made in the 802.3 Hub Management draft:

1. The term “hub” is being changed to “repeater.”

2. The SNMP encodings in Annex B are being replaced with a reference to the work of
the IETF Hub MIB Working Group.

Case questioned whether IEEE was dropping the SNMP encodings because they
consider SNMP to be a “substandard” management protocol. Donna stated that
802.3 uses ISO GDMO encodings because their standards are forwarded to ISO after
adoption by IEEE. Removing the SNMP encodings was done to acknowledge that
the IEEE does not believe it appropriate to “compete” with the IETF in developing
SNMP MIBs.

However, the 802.3 HMTF is very interested in SNMP, and most of the companies
represented in that group are implementing SNMP management of their repeaters.
Given that strong level of interest in SNMP, their action indicates a willingness to
“trust” the IETF Hub MIB Working Group.

3. The concept of “groups” was modified in several ways. The “group” concept has
always been a logical concept with references to possible physical mappings. In the
new draft, all references to physical embodiments of groups are being removed, making
a group a purely logical construct.
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The group definition has also been changed to allow non-contiguous port numbering,
and to allow ports to be added to groups or removed from groups without resetting
management. Previously, a group had a fixed number of ports “N”, and the ports in
the group were numbered from 1 through N. To effect this change, the groupNum-
berOfPorts attribute was replaced with groupPortCapacity, and a groupPortMap
attribute was added.

These 802.3 HMTF port/group changes generated much discussion in the IETF Hub
MIB Working Group, detailed in section V below.

4. The repeater-level MJLPs counter was replaced with a per-port equivalent called
“yeryLongEventReceived” counter.

5. ExecuteSelfTest2 was considered to be redundant with the resetHub command, and
was eliminated. ExecuteSelfTestl was renamed to be execNonDisruptiveSelfTest.

6. One balloter suggested that hubHealthData should be left for vendor extensions, as
it cannot be interpreted in a vendor-independent manner. After some discussion,
802.3 HMTF decided to keep hubHealthData as “an opportunity for implementation
agreements.”

7. The shortEvents and runts counter definitions were changed, and several other counter
definitions were made more clear. The “runtMaxTime” number (that differentiates
between a long but legal collision fragment and a late collision) was debated and left
unresolved. A conference call between repeater experts is being scheduled, and 802.3
HMTF agreed to let the members of the conference call specify the value to be used.

The next questions for the Hub MIB Working Group (IETF flavor) are whether to incorpo-
rate these 802.3 HMTF changes in our draft, and if so, when the changes should be made.
All agreed that technical changes to counter definitions must be reflected in the IETF MIB.
We also agreed to wait until after the confirmation ballot closes so that our draft doesn’t
thrash unnecessarily.

When the confirmation ballot is complete, Donna will convey the ballot results to the
Working Group along with a proposal for incorporating changes.

Draft Status

Jeff Case suggested the draft might be ready for forwarding to Proposed Status. There
were mutterings of concern over changes that might be made in this meeting. Agreement
was reached to postpone the question until later in the meeting.

We later agreed that we will not forward the document to the IESG. The editors will
update the draft with changes from this meeting and from the IEEE confirmation ballot,
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and publish for discussion at the next IETF meeting. The goal will be approval of the
Working Group and submission as recommended for Proposed Standard status.

Groups of Ports

(In reference to IEEE item 3, above.) The Hub MIB Working Group members shared a
strong consensus that the reason for defining port groups is to assist the user in mapping the
port numbers to the physical devices. This is in direct opposition to the IEEE’s direction
of stating that the group mapping is purely logical. The Working Group agreed that
the draft will continue to state that implementors may assign group and port numbers as
desired, but that we strongly recommend that group and port mappings match the physical
manifestation of the repeater as closely as possible.

The Working Group agreed to accept the IEEE’s change to allow ports within a group
to come and go. Does this imply a need for portUpTime as well as for groupUpTime?
This would add complexity to every implementation whereas having ports moving between
groups/repeaters is expected to be the less common case. Much discussion, decided not to
add portUpTime.

Discussion of portMap. The Working Group observed that this information can be deduced
from other existing objects in a single powerful Get-Next PDU (though not in a single
wimpy Get PDU), and also observed that this configuration information will not change
frequently. The same applies to the groupMap. Both groupMap and portMap are therefore
redundant, and there was a general feeling that the overhead of collecting the information
does not justify the optimization of packaging the information into a bit map. We decided
that groupMap will be removed, and we will not add portMap.

How to handle the table rows for groups that are removed from a repeater or ports that
are removed from a group? Delete the rows? Or have a state column in the table with a
“not here” value to indicate a port/group that has trotted off into the sunset? Jeff Case:
in other such cases, we have left this to the discretion of the implementor. There was
general agreement that the implementor should choose when it is appropriate to remove
the table row and when it is appropriate to return a state indicating that the group/port
is unavailable for service.

It was further observed that “not here” could mean “switched to the other repeater in
this box” or it could mean that a plug-in module was removed or had failed. There was
some discussion about having an operState column that could be used for various flavors
of broken or “not here.” This idea was greeted favorably, and discussed with other objects
later in the meeting (below).

Issues from Draft Section 8§

Some of the section 8 issues had been previously resolved; we covered them briefly just for
completeness. Numbers below correspond to Section 8 headings.
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8.1. Optional groups: agreed to keep all three groups (mandatory Basic, optional Monitor
and Address Tracking).

8.2. Multiple repeaters: removing repeater 1D, see II above.

8.3. System objects (rptrBasManufacturer, rptrBasProduct, rptrBasVersion): agreed to
take them out.

8.4. Health information: Agreed to take out rptrHealthData. Should be in vendor-specific
MIBs, since it cannot be decoded in a standard way. “If people implement this instead of
something that users can understand, we’ve done a disservice.”

8.5. Additional group information: Keith showed a matrix of administrative objects relating
to repeater, groups, and ports, and the Working Group discussed which administrative
objects should be included for each of the three. The resulting table is shown below. The
only changes from the current draft are in the operState column. Details of the proposed
changes are listed below the matrix.

---------- USRI S SRR EE LSS LS S S S
| admin | oper | reset | self | upTime
| state | state | | test |
---------- PN I SRR S SR SRS S it
repeater | NO | YES (1) | YES | YES | XNO
---------- P SRS B ESS e St il
group | NO | YES (2) | NO | NO | YES
---------- U SIS PR SRR LT RS S S
port | YES | YES (3) | NO | NO | NO
---------- P SIS SRS bbbttt

1. Rename rptrHealthState to be rptrOperState.
2. Add new groupOperState object.

3. Add new portOperState object. Some discussion about whether this should be com-
bined with autoPartitionState. Donna disagreed, because autoPartitionState is very
specifically defined for repeater hardware. Agreed to define enumerations for portOp-
erState and see then whether combining with autoPartitionState makes sense.

8.6. Carefully-crafted counter comments: committee condemns; clearly cannot condone.
Issues from Mailing List

Keith had slides listing all issues discussed on the mailing list since the last meeting, and
the Working Group addressed each of them in turn.
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Broadcast, Multicast Counters: These were not included in IEEE and earlier IETF
drafts because they can be collected by a promiscuous monitor anywhere in the unbridged
LAN segment and mapped to senders using the packets’ source addresses. After discussion,
there was agreement not to add broadcast, multicast counters.

Total Counters Discussed optimizing the collection of counts for a repeater by offering
repeater (or even group?) total counts. This issue is similar to the portMap /groupMap
issue, but counters (esp. errors) need to be collected much more frequently in order to track
the health of the network. Also, it is not unusual for a single repeater to have over 100
ports, causing high collection overhead.

After discussion, the Working Group agreed that total counts are appropriate for some set
of information. Proponents of totals are asked to submit proposed sets of total counters to
the mailing list for further discussion.

Suggestion from Bob Faulk regarding address search object: No one expressed
interest in pursuing this proposal, and it was suggested that it was more appropriate as a
vendor extension.

IEEE 802.3 Hub Management Letter

To: Donna McMaster
Keith McCloghrie
Repeater Management MIB Working Group
IETF

From: Kathy de Graaf
Steve Horowitz
Jim Reinstedler

For over two years we, as members of the IEEE 802.3 Repeater

Management Task Force, have worked very hard to develop a standard for
managing IEEE 802.3 repeaters. 802.3 has approved the current draft in a
letter ballot, and on November 14, 1991 affirmed this work by voting
overwhelmingly to send the current draft to a confirmation ballot.

The members of the 802.3, representing almost all the major hub vendors,
have considerable experience not only in instrumenting but also in
configuring manageable hubs. Although much of this draft is directed toward
instrumentation for fault and performance management, considerable effort
was also expended to model the real repeater products that exist in the
marketplace.

A repeater is frequently implemented as one or more cards in a modular
hub having multiple backplane connections and with a single agent
managing the hub. These hubs may contain multiple repeaters and have the
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ability to dynamically create and delete groups of ports or individual ports.
While not all products have all these features, we did reach a consensus on
features in the repeater MIB that correctly and usefully model either a high-
end or low-end repeater without unduly burdening the simpler repeaters.

Two years ago only a minority of the task force supported attributes that
were primarily for configuration, but as we realized (from discussion and
implementation) that it was both practical and desirable to provide such
attributes, an overwhelming and persistent consensus developed in their

favor.

One example that has recently been controversial in the IETF is the use of
hubID (now repeaterID) to distinguish one of many repeaters within a hub
enclosure. We have found that this provides a simple, inexpensive,
standard, interoperable, and useful way of allowing a single agent to address
multiple repeaters, and thus urge that it be retained.

We, as members of the IEEE 802.3 Repeater Management task force,
therefore hope that the RM MIB Working Group will consider preserving
not only the IEEE attributes directed towards fault and performance
instrumentation, but also those provided for configuration management.
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3.3.6 Internet Accounting (acct)

Charter

Chair(s):
Cyndi Mills, cmills@bbn.com
Gregory Ruth, gruth@bbn.com

Mailing Lists:
General Discussion: accounting-wg@wugate.wustl.edu
To Subscribe: adcounting-wg-request@wugate.wustl.edu
Archive:

Description of Working Group:

The Internet Accounting Working Group has the goal of producing standards
for the generation of accounting data within the Internet that can be used to
support a wide range of management and cost allocation policies. The intro-
duction of a common set of tools and interpretations should ease the implemen-
tation of organizational policies for Internet components and make them more
equitable in a multi-vendor environment.

In the following accounting model, this Working Group is primarily concerned
with defining standards for the Meter function and recommending protocols for
the Collector function. Individual accounting applications (billing applications)
and organizational policies will not be addressed, although examples should be
provided.

Meter <-> Collector <-> Application <~> Policy

First, examine a wide range of existing and hypothetical policies to understand
what set of information is required to satisfy usage reporting requirements.
Next, evaluate existing mechanisms to generate this information and define
the specifications of each accounting parameter to be generated. Determine
the requirements for local storage and how parameters may be aggregated.
Recommend a data collection protocol and internal formats for processing by
accounting applications. '

This will result in an Internet Draft suitable for experimental verification and
implementation.

In parallel with the definition of the draft standard, develop a suite of test
scenarios to verify the model. Identify candidates for prototyping and imple-
mentation.
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Goals and Milestones:

Done Policy models examined.

Done Internet Accounting Background Working Draft written.

Done Collection Protocols Working Papers written.

Done Internet Accounting Background final draft submitted as an informational doc-
ument.

Done Collection protocol working papers reviewed.

Done Collection protocol recommendation.

Mar 1992  Architecture submission as Internet Draft.

Jul 1992  Architecture submission as RFC.

Done Architecture working papers written.

Request For Comments:

RFC 1272  “Internet Accounting: Background”
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CURRENT MEETING REPORT

Reported by Gregory Ruth/BBN
Minutes of the Internet Accounting Working Group (ACCT)
Internet Accounting Background

The Wednesday session reviewed the Internet Accounting Background document which had
recently moved to the status of RFC (1272). The major changes to this document since the
July IETF were in the areas of security requirements and counting strategy.

The security concerns for internet accounting were discussed and fundamental requirements
were found to be data integrity and data confidentiality. It was recommended that, to the
extent possible, SNMP security services should be used to satisfy these requirements.

The counting strategy discussion revolves around how packets (datagram fragments) should
be counted: on entry to a network or upon successful delivery. Since there are good ar-
guments for both methods (depending on the intended use of the accounting information),
the capability for both should be included in an internet accounting system.

Working Group participants offered comments, criticisms and suggestions that will be in-
corporated into either a new version of the RFC or follow-on documents. Two new items
were suggested: (1) it should be mentioned that, in addition to the uses already listed, in-
ternet accounting may also be used to monitor the correct operation of the network (i.e., it
may reveal problems/anomalies); (2) among the values that an internet accounting system
could report for a flow might be a binary value indicating whether a flow was active or not
in the measured time period.

Internet Accounting Architecture

On Thursday the Working Group discussed the latest draft of the Internet Accounting Ar-
chitecture. Although this document has existed for several months now and has undergone
three or four extensive revisions, it still needs work, both in form and content. An intensive
session was spent going over the document section by section and paragraph by paragraph
to refine both form and content. In particular the Working Group worked on:

¢ Tightening up the statement of scope that this document will address.

¢ More carefully and clearly defining the Internet Accounting model (and its difference
from the OSI accounting model) and the interactions of its components.

Numerous detailed (but important) changes were suggested and will be incorporated into
the next version of the Architecture document. Among them:

¢ An explanation that we intend to develop a draft MIB and accounting control function
definition, but not a complete protocol specification for accounting,.
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e A clear statment about which packet processing layer accounting is done at, namely
the IP layer.

o The addition of a security section to the architecture document (and the role to be
played by SNMP security services).

e Definition of “subscriber”, “flow start time” and other loosely used terms.

The Working Group intends to conduct a dialog over the changes and a review of this
document over the Internet in the next couple of months with a view to advancing it to the
status of Internet Draft by the next IETF conference.

General

The Working Group has decided to combine the metering services document (formerly
intended to be separate) with the architecture document and to announce our intention to
produce a draft MIB document (separately) before the Working Group’s effort is done.

It was agreed that it is time once again to check what progress, if any, the OSI effort on
accounting is making.
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3.3.7 OSI Internet Management (oim)

Charter

Chair(s):
Lee LaBarre, cel@mbunix.mitre.org
Brian Handspicker, bd@vines.enet.dec.com

Mailing Lists:
General Discussion: oim@mbunix.mitre.org
To Subscribe: oim-request@mbunix.mitre.org
Archive:

Description of Working Group:

This Working Group will specify management information and protocols nec-
essary to manage IP-based and OSI-based LANs and WANSs in the Internet
based on OSI Management standards and drafts, NIST Implementors Agree-
ments and NMF Recommendations. It will also provide input to ANSI, ISO,
NIST and NMF based on experience in the Internet, and thereby influence the
final form of OSI International Standards on management.

Goals and Milestones:

TBD Develop implementors agreements for implementation of CMIP over TCP and
CMIP over OSI.

TBD Develop extensions to common IETF SMI to satisfy requirements for manage-
ment of the Internet using OSI management models and protocols.

TBD Develop extensions to common IETF MIB-II to satisfy requirements for man-
agement of the Internet using OSI management models and protocols.

TBD Develop prototype implementations based on protocol implementors agree-
ments, IETF OIM Extended SMI and Extended MIB.

TBD Promote development of products based on OIM agreements.

TBD Provide input to the ANSI, ISO, NIST and NMF to influence development of
OS] standards and implementors agreements.

TBD Completion of the following drafts: Implementors Agreements, Event Manage-
ment, SMI Extensions, MIB Extensions, OSI Management Overview, Guide-
lines for the Definition of Internet Managed Objects.

Request For Comments:
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RFC 1095 “Common Management Information Services and Protocol over TCP/IP CMOT”

RFC 1189 “The Common Management Information Services and Protocols for the Inter-
net”

RFC 1214 “OSI Internet Management: Management Information Base”
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3.3.8 Remote LAN Monitoring (rmonmib)

Charter

Chair(s):

Mike Erlinger, mike@lexcel .com

Mailing Lists:

General Discussion: rmonmib@lexcel.com

To Subscribe: rmonmib-request@lexcel.com
Archive:

Description of Working Group:

The LAN Monitoring MIB Working Group is chartered to define an experimen-
tal MIB for monitoring LANs.

The Working Group must first decide what it covers and what terminology to
use. The initial thought was to investigate the characteristics of some of the
currently available products (Novell’s LANtern, HP’s LanProbe, and Network
General’s Watch Dog). From this investigation MIB variables will be defined.
In accomplishing our goals several areas will be addressed. These include: iden-
tification of the objects to place in the MIB, identification of the tree structure
and corresponding Object ID’s for the MIB elements, generation of the ASN.1
for these new elements, and a test implementation.

Goals and Milestones:

171

Done Mailing list discussion of Charter and collection of concerns.

Done Discussion and final approval of Charter; discussion and agreement on models
and terminology. Make writing assignments.

Done Discussion of the first draft document. Begin work on additional drafts if
needed.

Mar 1991

as an RFC. ,

Internet Drafts:

“SNMP Trap Definitions For Remote Network Monitoring”, 08/22/1991, Steven
Waldbusser <draft-ietf-rmon-trap-00.txt>

Request For Comments:

RFC 1271 “Remote Network Monitoring Management Information Base”

Review latest draft of the first document and if OK give to IESG for publication
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CURRENT MEETING REPORT

Reported by Michael Erlinger/Lexcel
Minutes of the Remote LAN Monitoring Working Group (RMONMIB)

The Group congratulated itself on the acceptance of the RMON MIB as a Proposed Stan-
dard and its having been published as RFC 1271.

Inter-Operation Testing

The Group discussed the possible venues for testing of various RMON MIB implementations.
There seemed to be at least four possibilities:

1. Internet - RMON MIB implementations could be made available via the Internet.
Those wishing to make available a particular implementation could do so by announc-
ing via the RMON mailing list the location of the RMON device. Those wishing to
test that device could access it via the Internet. The discussion centered on the pos-
sible Internet load created by such devices. It was concluded that this load should be
minimal as this is only a test environment, not a management environment.

2. IETF - It might be possible to create a RMON test environment at the next IETF.
The Chair will look into the possibilities of using CERFnet or USD facilities for

creation of such a test environment which would be open to all those wishing to test
RMON tools.

3. RMON Meeting - Although token ring had not been discussed, it was suggested that
if there are any token ring meetings outside of the IETF meeting, then an RMON
testing environment could be staged at the same time. The Chair indicated that this
would be considered in the scheduling of any such meetings.

Discovery

There had been a BOF the prior evening associated with device discovery. At the BOF
there seemed to be a consensus that the RMON Working Group should investigate device
discovery as a possible RMON MIB extension. Much discussion ensued as to the defini-
tion of discovery, current MIBs associated with discovery, and priority within RMON. It
was decided that the Chair should get together with Fred Baker and come to a better
understanding of what is being requested. In particular, detailed requirements need to be
created.

Token Ring

It was decided that creating RMON token ring extensions should be the top priority for the
Group. The current mailing list would continue to serve the RMON Group (no separate
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token ring mailing list would be created). It was decided that before January 1, 1992, the
Chair would publish a proposed Charter and a proposed schedule which would include a
meeting prior to the March IETF.

Other

Other RMON issues were discussed. In particular row creation. It was suggested that
the Tow creation reference within the RMON specification be clarified by adding additional
examples, (e.g., what happens when a row contains a read only value?).
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3.3.9 Simple Network Management Protocol (snmp)

Charter

Chair(s):
Marshall Rose, mrose@dbc .mtview.ca.us

Mailing Lists:
General Discussion: snmp-wg@nisc.nyser.net
To Subscribe: snmp-wg-request@nisc.nyser.net
Archive:

Description of Working Group:

Oversee development of SNMP-related activity, especially the Internet-standard
SMI and MIB. This Working Group is ultimately responsible for providing
workable solutions to the problems of network management for the Internet
community.

Goals and Milestones:

Aug 1990 Finish SNMP Authorization draft.

Ongoing  Coordinate the development of various experimental MIBs.

Internet Drafts:

“SNMP Over IPX”, 08/27/1990, Raymond Wormley <draft-ietf-snmp-snmpoveripx-
00.txt>

“Use of the Community String for SNMP Proxys”, 10/05/1990, Richard Fox
<draft-ietf-snmp-proxys-01.txt>

“Comments on SNMP Proxy via Use of the @ sign in an SNMP Community”,
10/20/1990, Jeff Case, et. al. <draft-ietf-snmp-proxycomments-00.txt>

“Definitions of Managed Objects for the SIP Interface Type”, 11/07/1990,
Tracy Cox, Kaj Tesink <draft-ietf-snmp-smdssipmib-06.txt>

Request For Comments:

RFC 1155 “Structure and Identification of Management Information for TCP /IP-based
Internets”

RFC 1156 “Management Information Base for Network Management of TCP/IP-based
internets”
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“A Simple Network Management Protocol (SNMP)”

“Management Information Base for Network Management of TCP /IP-based
internets: MIB-II”

“SNMP over OSI”

“Connectionless Network Protocol (ISO 8473) and End System to Intermediate
System (ISO 9542) Management Information Base”

“Concise MIB Definitions”

“Management Information Base for Network Management of TCP /IP-based
internets: MIB-II”

“A Convention for Defining Traps for use with the SNMP”
“Extensions to the Generic-Interface MIB”

“IEEE 802.4 Token Bus MIB”

“IEEE 802.5 Token Ring MIB”

“Definitions of Managed Ob jects for the DS1 Interface Type”
“Definitions of Managed Ob jects for the DS3 Interface Type”

“CLNS MIB - for use with Connectionless Network Protocol (ISO 8473) and
End System to Intermediate System (ISO 9542)”

“SNMP over OSI”

“Definitions of Managed Ob jects for the Ethernet-like Interface Types”
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CURRENT MEETING REPORT

D T A T N T A I L T L

Reported by Marshall Rose/DBC

Minutes of the Simple Network Management Protocol Working Group (SNMP)

1. Resolution of the Ether-like MIB Process

The “Pax Davin” solution was reviewed. During the three-week comment period,
no objections were raised on the mailing list. As a result, the ether-like MIB, as
put forth by the IESG, will be published as a Proposed Standard. Further, a new
Working Group, the EtherMIB Working Group has been chartered to carry out the
remaining terms of the solution. This Working Group met jointly with the SNMP
Working Group.

2. Termination of the SNMP Working Group

The history of the SNMP Working Group was reviewed. As the Working Group has
completed its Charter, it has now officially disbanded. Thank you one and all.
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phil@shiva.com
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tacox@sabre.bellcore.com
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3.3.10 X.25 Management Information Base (x25mib)
Charter

Chair(s):
Dean Throop, throop@dg-rtp.dg.com

Mailing Lists:
General Discussion: x25mib@dg-rtp.dg.com
To Subscribe: x25mib-request@dg-rtp.dg.com
Archive: dg-rtp.dg.com: x25mib/Current .Mail

Description of Working Group:

This Working Group will produce 2 set of three documents that describe the
Management Information Base for X.25. The first document will specify the
objects for the X.25 Link Layer. The second document will specify the objects
for the X.25 Packet Layer. The third document will specify the objects for
managing IP over X.25. The Working Group need not consider the Physical
Layer because the “Definition of Managed Objects for RS-232-like Hardware
Devices” already defines sufficient objects for the Physical Layer of a traditional
X .25 stack. Any changes needed at the Physical Layer will be addressed as part
of that activity.

The X.25 object definitions will be based on ISO documents 7776 and 8208
however nothing should preclude their use on other similar or interoperable
protocols (i.e., implementations based on CCITT speciﬁcations).

The objects in the Link and Packet Layer documents, along with the RS-232-
like document, should work together to define the objects necessary to manage
a traditional X.25 stack. These objects will be independent of any client using
the X.25 service. Both of these documents assume the interface table as defined
in MIB-II contains entries for the Link and Packet Layer interfaces. Thus these
documents will define tables of media specific objects which will have a one
to one mapping with interfaces of ifType ddn-x25, rfc877-x25, or lapb. The
objects for the IP to X.25 convergence functions will be defined analogously
with the ipNetToMedia objects in MIB IL

The Working Group will endeavor to make each layer independent from other
layers. The Link Layer will be independent of any Packet Layer protocol above
it and should be capable of managing an ISO 7776 (or similar) Link Layer
provider serving any client. Likewise the X.25 Packet Layer objects should be
independent of the Link Layer below it and should be capable of managing an
ISO 8208 (or similar) Packet Layer serving any client.

The Working Group will also produce a third document specifying the objects
for managing IP traffic over X.25. These objects will reside in their own table
but will be associated with the X.25 interfaces used by IP. These objects will not
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address policy decisions or other implementation specific operations associated
with X.25 connection management decisions except as explicitly described in
existing standards. These objects will manage the packet flow between IP

and the X.25 Packet Layer specifically including observation of packet routing
and diagnosis of error conditions. Progress on the Link and Packet Layer
documents will not depend on progress of the IP over X.25 document. The IP
over X.25 document will proceed on a time available basis after work on the
Link and Packet Layer documents and as such the Link and Packet Layers may
be completed before the IP over X.25 work.

All documents produced will be for use by SNMP and will be consistent with
other SNMP objects, conventions, and definitions (such as Concise MIB for-
mat). To the extent feasible, the object definitions will be consistent with
other network management definitions. In particular ISO/IEC CD 10733 will
be considered when defining the objects for the X.25 Packet Layer.

Goals and Milestones:

Done
Done
Sep 1991
Nov 1991

Jan 1992

Distribute first draft of documents and discuss via E-mail.
Working Group meeting as part of IETF to review documents.
Distribute updated documents for more E-mail discussion.

Review all documents at IETF meeting. Hopefully recommend advancement
with specified editing changes.

Documents available with specified changes incorporated.

Internet Drafts:

“SNMP MIB extension for HDLC”, 10/07/1991, Dean Throop, Fred Baker
<draft-ietf-x25mib-hdlcmib-00.txt>

“SNMP MIB extension for IP over X.25”, 10/07/1991, Dean Throop <draft-
ietf-x25mib-ipox25mib-00.txt>

“SNMP MIB extension for the X.25 Packet Layer”, 10/07/1991, Dean Throop
<draft-ietf-x25mib-x25packet-00.txt>
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CURRENT MEETING REPORT

Reported by Dean Throop/Data General
Minutes of the X.25 Management Information Base Working Group (X25MIB)

The X25mib Working Group met at the IETF meet in Santa Fe on Monday, November
18th, 1991. All draft documents were discussed and all were referred back to the editor for
further changes.

Inter-MIB Structural Issues

Fred Baker raised the issue of a single X.25 packet layer running over multiple LAPB
sessions. The current X.25 MIB will not support such a structure. Since inverse multiplexing
ocecurs in other situations, it was agreed a general solution would be better than putting
direct support for such structures into the X.25 MIB. Fred Baker volunteered to draft a MIB
that would allow one level_X_MIB to be redirected to identify multiple level_X-1_MIBs.

To facilitate this, the SYNTAX of the x25InfoDataLinkld will be changed from INTEGER
to OBJECT IDENTIFIER. That object identifier will identify an instance of the index for
the first table of the MIB for the layer under that X.25. For X.25 running over LAPB, it
will be an instance of lapbParamIndex. For X.25 running over multiple link layer entities,
it will be an instance in the table of the MIB that Fred will draft (see above). For X.25
running over interfaces that don’t have specific MIBs, it could also be the ifIndex for an
interface.

A similar change will be made in how the HDLC MIB identifies the port below it. The
hdlcParamPortIndex will be deleted and the SYNTAX of hdlcParamPortld will be changed
to OBJECT IDENTIFIER. The object identifier will identify an instance of the index for
the first table of the MIB for the port under LAPB. In general this will be an instance of
rs232PortIndex.

Dave Perkins said he had a new tool which identified several syntax problems with the
current drafts. It was agree the MIBs should be changed to correct these problems and the
issue was referred to the editor to complete.

HDLC MIB

Tt was agreed to change the name of HDLC back to LAPB because the MIB wasn’t broad
enough to cover all variants of HDLC. It didn’t cover basic HDLC framing, nor SDLC, nor
LAPD. It is indeed 2 LAPB MIB and should be so named.

The LAPB MIB will be expanded to include support for ISO 8885 XID negotiations. Some
of the attendees with European experience indicated that XID negotiations are important
for that community.
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Conformance

The issue of conformance was discussed. It was agreed that the MIBs will contain tables
that are mandatory and optional. A vendor must implement all mandatory tables to claim
conformance. The optional tables will be present to allow management of implementations
that implement more than a minimal X.25/LAPB stack.

X.25 MIB

With the conformance issue in mind, the X.25 MIB will be examined to restructure the ta-
bles to make some tables optional. The objects required by a minimal X.25 implementation
should be in required tables and all other objects should be in optional tables.

The X.25 MIB will also be examined to determine if some objects can be eliminated. Herve
Goguely from LIR Corporation volunteered to review the current MIB in light of his Euro-
pean experience and to develop a list of objects to consider deleting,.

The Group discussed recording error conditions from the last closed connection. It was
agreed a table should be added to record the reason for the last abnormal close. The table
should allow recording the last N conditions however vendors will only be required to keep
1 condition; vendors may choose to keep more if resources permit. The RMON MIB will
be examined for a possible paradigm for structuring the table.

IP over X.25

Andrew Malis informed the Working Group that the IPLPDN Working Group has started
writing a new RFC to replace RFC 877. He said there were several aspects of that draft that
were inconsistent with the IP over X.25 MIB. The IP over X.25 MIB will be examined to
align it with the revised RFC on IP over X.25 coming from the IPLPDN Working Group.
Andrew Malis and Fred Baker will serve as liaisons between the IPLPDN and X25MIB
Working Groups.

Attendees

Fred Baker fbaker@emerald.acc.com
James Davin jrdeptt.lcs.mit.edu
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Evan McGinnis bem@3com. com

David Perkins dperkins@synoptics.com
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Bob Stewart rlstewart@eng.xyplex.com
Mark Therieau markt@python.eng.microcom.com

Dean Throop throop@dg-rtp.dg.com
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3.4 OSI Integration Area

Director(s):
o Ross Callon: callon@bigfut.enet.dec.com

Area Summary reported by Ross Callon/DEC
Network OSI Operations

The Network OSI Operations Working Group, chaired by Sue Hares, met at the IETF
meeting.

Bill Biagi gave an overview of the Corporation for Open Systems (COS). He described COS
as an “International vehicle for accelerating the introduction of multi-vendor products con-
forming to OSI and ISDN”. COS is involved in a number of OSI-related projects, including
performance and conformance testing, and operation of OSINET.

There is thought about having OSINET connected to the Internet CLNP pilot.

Sue Hares gave a tutorial on IDRP (Inter-Domain Routing Protocol). IDRP is basically
BGP with a number of enhancements, altered to support CLNP (with the possibility to also
support IP). Advantages over BGP include: Confederations; Internal reliability (runs over
CLNP or IP directly, rather than over TCP); Uses real authentication of routing packets
based on MD4); Has a check for memory corruption (also based on MD4); Allows for route
servers.

A number of issues related to CLNP deployment in the Internet were discussed. Problems
relating to robustness of the current CLNP software primarily come down to maturity of
software — it just takes time and effort to bash out the problems with software before we can
get very reliable service (we often forget how long it took to get IP to be as reliable as it is).
The needs for filtering mechanisms and management tools for CLNP were also discussed,
along with the CLNP hookups to Interop. Sue announced that the NSFNET T3 network
plans to use Integrated IS-IS based on the Wisconsin public domain implementation, and
that IDRP will be used for OSI intra-domain routing.

X.400 Operations

The X.400 Operations Working Group also met several times during the IETF meeting,
co-chaired by Rob Hagens and Alf Hansen.

The X.400 Operations Working Group is working on several issues related to X.400 de-
ployment, including X.400 routing (routing between message transfer agents), Naming,
and X.400-X.500 interoperation (this last topic is being pursued in cooperation with the
OSI-Directory Services Working Group). The current status of the X.400 pilot was also
discussed.
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The X.400 Operations Working Group is also working on a document defining the minimum
requirements for offering X.400 service in the Internet, as part of the ongoing internet X.400
pilot project. This paper is international in scope, and is being worked on jointly with the
RARE X.400 Working Group.

Two other X.400-related documents have been approved by the Working Group. One is
on compatibility and interoperation between 1988 and 1984 versions of X.400. The other
defines gatewaying between X.400 1988/1984 messages and RFC 822 messages.

OSI Directory Services

The OSI-DS Group met at INTEROP on October 8, 1991. Full details are available in the
published Minutes. The meeting was well attended.

The following Internet Drafts of the Group were recommended for publication as RFCs by
the IESG, and all, bar one, have since been progressed.

“An Interim Approach to Use of Network Addresses” (RFC 1277)

“A String Encoding of Presentation Address” (RFC 1278)

“Domains and X.500” (RFC 1279)

“Using the OSI Directory to Achieve User Friendly Naming”
(<draft-ietf-osids-friendlynaming-03.txt, ps> still under discussion)

“Replication Requirement to provide an Internet Directory using X.500” (RFC 1275)
¢ “The COSINE and Internet X.500 Schema” (RFC 1274)

o “Replication and Distributed Operations Extensions to Provide an Internet Directory
using X.500” (RFC 1276)

The document “Naming Guidelines for Directory Pilots” was discussed briefly, and pending
minor edits is ready to be submitted as an RFC. The document “DSA Naming” was dis-
cussed. It is intended to attempt to progress this document prior to the next meeting, as it
is important for the next stage of expansion. Pilot experiments on “Handling QOS (Quality
of service) in the Directory” are ongoing, and recommendatios on this Internet Draft will
be deferred until we have some practical experience.

The document “An Access Control Approach for Searching and Listing” was presented.
It was agreed that this should be submitted privately by the authors as an informational
RFC. The area was of interest, and this function should be considered later for Internet
standardisation. If done, this should probably be based on the 92 access control.

It was agreed that following successful experiments (Russ Wright, Tim Howes, et. al.) that
pictures in the directory should migrate for G3Fax from JPEG. Definitions would be added
to the schema to allow for this.

A draft document “A Strategic Plan for Deploying an Internet Directory Service” was
discussed. The next version of this document will be an Internet Draft. This Working
Group will take on active review of the document. There were many comments, but broad
concensus on the direction proposed.



3.4. OSIINT EGRATION AREA 185

A lengthy discussion on postal addresses Was avoided by scheduling this item at 18:00.
Office Document Architecture

The Office Document Architecture (ODA) Working Group met in Santa Fe, chaired by
Peter Kirstein.

The ODA Group is coordinating an ODA pilot project. The Group has been working
on obtaining and documenting the availability and interoperability of ODA software from
several sources (currently from BBN, Bull, and DEC, future software expected from ICL and
other sources). The currently available ODA software supports most aspects of structured
text, as well as bit-mapped graphics. They are currently in the process of distributing
software to users. They also have an ODA testing capability at University College London.

Currently ODA can be exchanged using either X.400 or UU encoded SMTP /822 mail. There
are plans for future support of ODA using the SMTP extensions.
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3.4.1 Network OSI Operations (noop)
Charter

Chair(s):
Susan Hares, skh@merit.edu

Mailing Lists:
General Discussion: noop@merit.edu
To Subscribe: noop-request@merit.edu
Archive:

Description of Working Group:

The Working Group is chartered to work on issues related to the deployment
of CLNP in the Internet. Initial activities include both deployment planning
and education of regional and other connected networks.

Initial planning efforts include the development of routing and management
plans.

Goals and Milestones:

Aug 1991  Create tutorials for CLNP OSI routing protocols, including ES-IS, CLNP, IS-
IS, and IDRP.

Aug 1991  Collect OSI Routing and Addressing plans into a Repository. Make the plans
available at Merit.edu:/pub/iso/noop/plan.

Ongoing  Provide a forum to discuss these OSI Routing plans by email or in Group
discussions.

Nov 1991  Collect a list of OSI Network Utilities available in the public domain and from
vendors. This list will be passed over to the NOC tools Group effort for joint
publication.

Nov 1991  Collect list of OSI Network Layer NOC tools and publish a list.

Nov 1991  Collect Methods of OSI Network Layer Debugging and write a document de-
scribing these methods.
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CURRENT MEETING REPORT

Reported by Dan Blum/Rapport and April Merrill/NCSC
Minutes of the Network OSI Operations Working Group (NOOP)

The Network OSI Operations Group met on Tuesday night, and Wednesday morning and
notes were taken by Dan Blum and April Merrill respectively. A third NOOP session was
held on Wednesday evening and was listed as the NOOP OSI Network Tools BOF.

The Network OSI Operations Group convened at 1930 on November 19, 1991. The Group
heard presentations from Richard Colella (NIST) and William Biagi (Corporation for Open
Systems). After the presentations, Sue Hares (Chair) gave an IDRP tutorial, then described
the OSI activities at INTEROP 91, after which some general discussions were held.

NIST

Richard Colella of NIST discussed NIST’s OSI Routing Laboratory. The current focus of the
laboratory is IS-IS routing software. The lab provides interoperability testing in an informal
environment between participating vendors. There is as yet no formal conformance testing
or OSINET-style publication of results. Participating vendors included DEC, Proteon, and
3COM.

The lab was open beginning in August 1991 to assist with INTEROP preparations, and is
tentatively scheduled to re-open in January of 1992.

COS

William Biagi of COS provided background on his organization and discussed its plans
for fostering OSI internetworking. Although COS was originally founded to promote OSI
and ISDN, some members are beginning to look at the requirements for coexistence with
TCP/IP. Most members are running proprietary networks that support neither OSI nor
TCP/IP.

COS operates the OSINET interoperability testing organization as a non-profit corporation.
OSINET is linked to ACCUNET and TYMNET via X.25. The following plans are afoot:

o Expand OSINET to incorporate an Internet connection with some of the regional
networks.

¢ Establish X.400 mail relays, possibly supporting TP0, TP4, and RFC 1006.
o Establish CLNS systems in each COS member organizations by the end of 1992.

o Act as a repository for CCITT blue books and other documents.
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e Possibly explore the X windows over OSIL.

e Explore other Internet-like services.

IDRP Tutorial

Sue Hares discussed the IDRP design goals, protocol, and other features. She indicated that
Mitre has an IDRP prototype implementation running today. Details of the presentations
are available on the slides presented.

OSI At INTEROP 91
Sue discussed the OSI network set up for the November 1991 INTEROP demonstration.

The show featured worldwide connectivity (North America, Australia, Europe). Proteon,
Wellfleet, Network Systems, cisco, 3com, DEC participated. IS to IS was used in the booth.
It was actually “stress tested” by physical outages, to which it reacted well.

A great many practical lessons were learned. While network administrators and various
regionals and various corporations were willing to install OSI routers, they did not enable
CLNS on their production routers. While the multiprotocol routers claim to support both
CLNP and IP, sometimes there are bugs when both are simultaneously active. A big
stumbling block to installing CLNP on production routers in production networks is the
lack of CLNP router security “filtering” capabilities.

Overall, however, the experience at INTEROP seems to indicate that critical mass in the
product arena is at hand. What is urgently needed at this time is a user/application base
to provide additional field testing of CLNP and associated protocols.

Wednesday Morning

The objective of the session was discussed during the earlier meeting. The notes do not
reflect the actual topics. The following topics were discussed:

Introductions and OSI at your site

People attending the meeting gave their name and described their interest in OSI and what
is happening at their site for OSL

OSI INTEROP 91

3COM, DEC, Proteon, and Wellfleet tested IS-IS interoperability at INTEROP ’91. 3COM,
Proteon, and Wellfleet provided IS-IS support for the INTEROP ’91 OSI Demonstration
booth.

The IDRP prototype was developed for INTEROP 91 by Dave Katz of Merit. Merit expects
work on prototype to continue. Mitre is also working on a prototype for IDRP.
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Twenty-five network service providers and twenty-five OSI vendors participated to provide
INTEROP ’91 connectivity for four OSI applications: FTAM, VT, X.400, and X.500.

Changing the Charter

Sue Hares wants to change the Charter. The Group felt there was significant work to still
be accomplished. Sue will re-write the Charter and send it to the Working Group. This
Charter should include:

Survey form for OSI service.

RFC on OSI tools (late addition by Sue Hares Working Group Chair).
Tools work re-defined.

FYI RFC on OSI in the Internet - Frequently asked questions.

Pilot project activities.

National Test bed activities.

Routing Plans still written and reviewed.

N e

Routing Plans

The Group had a lot of concerns about how to make CLNS software work. The routing
software is not being well tested for CLNS and IP together. Problems show up immediately
or after software has been running for a week or two weeks.

The Routing Plans are good tools. However, there are three types of routing plans:

1. Initial test routing plan.
2. Medium term routing plan.
3. Long-term routing plan.

Most people working for INTEROP 91 had initial test routing plans. Most regional net-
works are going back and adapting medium-term routing plans. This medium routing plan
needs to try to look at the long range routing ideas, but it needs to try to work something
out for now.

Sue Hares mentioned that any type of routing plan is okay to send to the list. She was
concerned that the superb routing plans already sent to the NOOP people have stopped
people from sending initial attempts at routing plans to the NOOP list. Any thoughts or
initial versions of routing plans are welcomed on this list.

Additional regional routing plan discussion was tabled until after the NSFNET T1 and T3
OSI routing plan was described by Sue Hares.

NSFNET T1 OSI Routing Plan

Architecture of T1 NSS: 9 RTs on Dual Token Ring History of OSIin NSFNET T1 Network:
By INTEROP ’89 - prototype demonstration By August 90 - full deployment on T1 Net-
work INTEROP 91 - used as part of OSI Internet demonstration
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How OSI routing works:

MAP NSAP prefix -> IP address
then

MAP IP address -> AS

then

MAP AS -> next hop

When node reaches edge of NSFNET (external interface of remote NSS) then:

NSAP Prefix is mapped to Network Entity Title (NET) of router packets are to be sent to
a regional network.

Both the NSAP prefix -> IP address and NSAP Prefix-> NET are static mappings. Each
nss processor (rcp and psp) has the NSAP prefix ->IP address mapping. Only the E-PSP
for which is attached to the NET has the mapping between the NSAP Prefix -> NET.

NSAP Addresses: NSFNET uses GOSIP format for NSAP address assignment.

NSFNET NSAP has GOSIP IDP (47 0005), AAI of FFFF00. The Notes have the full NSAP
address.

OSI Routing Strategy: Transit all OSI traffic that conforms to acceptable use strategy.
Proposed T3 OSI Routing Architecture
Time for implementation: as soon as possible to accomplish the following things:

1. T3 network stability and transition from T1 network.
2. Change some of the T3 hardware to hardware that allows higher throughput.
3. Change to software base to switch software to gated.

Current plan is that the NSFNET T1 network will remain for OSI until the NSFNET T3
has OSI working.

Proposed Software Support:
OSI support:

e CLNP support
¢ ES-IS support
e IDRP support in gated
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Dual IS-IS in gated
(further details in the notes from the talk)
DECNET Phase 4 -> Phase 5 Problems

DEC is shipping Phase 5 with VAX/vmx and Ultrix. Tony Hain recommended bringing
up Ultrix as Phase 4. Don’t try Phase 5 yet on Ultrix if you already have a Phase 4. The
DECNET Program for address assignment has lots of power, but may assign addresses you
do not want if the User does not understand the addressing questions. DEC is working on
additional refinements.

ESNET, DEC and cisco are working on plans to solve transition problems in transitioning
between large DECNET Phase 4 areas (like HEPNET) to Phase 5 areas.

The ESNET routing plan will be out in January and has some details on transition between
Phase 4 and Phase 5.

Next step in CLNS routing Regional

OSI Infrastructure set-up for INTEROP ’91 was for the OSI demonstration. The European
WG-CLNS-4 has been running both IP and CLNP since 1990.

John Curran shared about NEARNET’s network. The NEARNET client sites are close
together and have a high probability of getting calls from DECNET Phase 5 sites. NEAR-
NET would like advice. Not enough people in regionals have worked in this area. Sites can
change from one concentrating router to another hub router in the NEARNET backbone.
This switching is possible due to the small distance between sites. However, it complicates
the OSI routing.

John wonders if there is a way to assign them a long-term NSAP prefix. One can assign
NSAP prefixes for them to get somethinging running for DECNET Phase 5, but NEARNET
is in the process of drawing up a plan for the NEARNET network for OSI. NEARNET
expects to have a routing plan by December.

Trying NSAP allocation in the NEARNET network is not clear since their environment is
changing. John would like to see a few OSI Networks operational before he decides how
NEARNET will handle OSI.

John defined some problems (with discussion from the Group) we face in OSI::

¢ Customers have networks, but the OSI applications are not being used.

¢ Who will educate the people within the networks on OSI?

¢ We need to know which regionals are doing CLNS even if it is a partial CLNS service.

¢ NOOP should do a survey of regional networks.

o Where do we get payback on the investment in learning and technology for OSI
service?
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John Curran also defined four stages in getting CLNS from testing to production:
1. Stage 1 - Initial experimentation

Spare routers and test machines are used to try out the CLNS network layer and OSI
applications.

2. Stage 2 - CLNS trial

Need a national test bed to try out CLNS code on different routers. These routers
need to be tested under applications loads. The Testbed could be glued together
with IP networks using encapsulation. Note: the Group decided to query the NOOP
Working Group to see who is interested in getting a Testbed.

3. Stage 3 - CLNS and IP in production network

CLNS needs to run a test service in production routers. However, the CLNS service
is considered a “trial” service and may encounter some down time. Editor’s note:
This test service in prodution routers was taken by NSFNET in the T1 Network, and
has proven very effective. The IP service is given priority in problem solving, but the
CLNS is exercised)

4. Stage 4 - CLNS and IP production in network
Both CLNS and IP are production services.

Users are reluctant to migrate to OSI due to the need to cut over applications or work with
new OSI applications. It is important to get those OSI applications running in the Internet
to run over CLNP. The X.500 and X.400 Working Groups in IETF should be encouraged
to get their applications running over TP4 and CLNP as well as TCP/IP. Also, we hope to
see applications like X-windows transition to OSIL.

National Test Bed: The NOOP Group wants to organize a national test bed for CLNP
and applications over CLNP.

Survey for OSI Service: The NOOP Group wants to have a survey of who will provide
CLNP service. Sue Hares, Linda Winkler, and John Curran will put together a list of
questions.

Security Concerns: The NOOP noticed that none of the routers can filter packets based
on OSI addresses or OSI application information. Companies which use IP filter to provide
some security for their company networks will not let OSI traffic in from the Internet due
to the lack of security filters. Sometimes OSI packets can flow to the router at a company,
but no further due to the lack of OSI filtering.
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OSI Tools

A NOOP session will be held to discuss network tools. We need to start making recom-
mendations on what OSI network layer tools need to be in routers.

NSAP Addresses

Applications addresses will be in:

e X.500

o A flat file by Sue

¢ Visual representation of OSI -> IP mapping for quick look-up in OSI debugging.
e Domain Name Service

Hitchiker’s Guide to OSI in the Internet

Sue Hares is writing an FYI on OSI in the Internet. Sue Hares will circulate this to the
NOOP Working Group.

Summary of Action Items:
Action item 1: Re-write Charter to update to current work: Sue Hares

Action item 2: Query NOOP and other lists to see who wants to start a working sub-group
on a testbed for CLNP testing, and Phase 4 to Phase 5 transitions: Sue Hares

Action item 3: Put together a survey on OSI services: Sue Hares, Linda Winkler, and John
Curran

Action item 4: Write up the security concerns: Walt Lazear

Action Item 5: Collect addresses and publish a list of file names for the flat files and their
anonymous FTP location: Sue Hares

Action Item 6: Write and circulate for comment an FYT or Hitchhiker’s Guide to OSI in
the Internet: Sue Hares

These Minutes cover the Wednesday evening NOOP OSI Network Tools session.

The objective of the session was to begin work on identifying what tools are needed and
available for assisting in the deployment and management of OSI protocols in the Inter-
net. Five tools were discussed. Sue Hares and Cathy Wittbrodt (ESNET) will produce
an Internet Draft expanding on the information below. The intent is to end up with an
Internet Standard for ad-hoc OSI tools. The Internet Draft will specify the required and
recommended tools. However, the listing of tool implementations will be in the NOC Tools
Catalogue.
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OSI Ping

Ping is critical and is already supported on most intermediate systems (ISs). All known
implementations use the method adopted by ISO (i.e., the new PDU type) except for Sun,
which implemented the selector-based ping. The ISO method is the one to be mandated by
the Internet Draft in all ISs.

Most end systems (ESs) do not implement osi ping, but the Internet Draft will mandate it
for all ESs. Ping needs to use some name-to-address mapping, such as an ‘/etc/isohosts’
table. The Internet Draft should consider including features from IP ping other than the
basic mechanism, such as “fill’.

OSI Traceroute

Traceroute is also important to debugging network problems. Traceroute is not widely
available on popular platforms. We need at least some simple functions first, then features
like source route later. Traceroute should also use the ¢/etc/isohosts’ file for name-to-address
mapping.

Ping Monitor

This is a useful tool, but not as important as the other tools. It will be suggested, but not
mandated.

Routing Table Dumper

Both ESs and ISs should have a capability to locally dump the routing tables (the moral
equivalent of ‘netstat -rn’). We should specify in the Internet Draft what information is
useful to see. Note that the information should be consistent with the MIBs.

Transport Ping

In addition to verifying that the network entity is alive via ping, there was some feeling that
it would be useful to have a transport ping as well. Currently, FTAM is used to verify layer
44 connectivity, but this relies on getting all selectors right. Due to lack of familiarity with
OSI and its terminology, selectors and other higher-layer configuration information is not
always understood and correctly configured. A transport ping to a well-known transport
selector might be useful. This tool needs more thought and will not be included in the
Internet Draft.

Platforms of Interest

The following platforms are (non-exhaustive) lists of the ES and IS environments of interest.

ES: Banyan, BSD 4.x, CDC, DECNET Phase V (Ultrix & VMS), HP IBM RS6000, Retix,
Sun Wollongong

IS: 3Com, cisco, DEC, routers, NSC, Proteon, Wellfleet
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3.4.2 OSI Directory Services (osids)

Charter

Chair(s):
Steve Hardcastle-Kille, s.kille@cs.ucl.ac.uk

Mailing Lists:
General Discussion: ietf-osi-ds@cs.ucl.ac.uk
To Subscribe: ietf-osi-ds~-request@cs.ucl.ac.uk
Archive:

Description of Working Group:

The OSI-DS Group works on issues relating to building an OSI Directory Ser-
vice using X.500 and its deployment on the Internet. Whilst this Group is
not directly concerned with piloting, the focus is practical, and technical work
needed as a pre-requisite to deployment of an open Directory will be considered.

Goals and Milestones:

Done Definition of a Technical Framework for Provision of a Directory Infrastructure
on the Internet, using X.500. This task may later be broken into subtasks. A
series of RFCs will be produced.

Done Study the relationship of the OSI Directory to the Domain Name Service.

Ongoing  Maintain a Schema for the OSI Directory on the Internet.

Ongoing  Liaisons should be established as appropriate. In particular: RARE WGS3,
NIST, CCITT/ISO IEC, North American Directory Forum.

Internet Drafts:

“Building an Internet Directory using X.500”, 11/19/1990, S. Kille <draft-ietf-
0six500-directories-01.txt, or .ps>

“Using the OSI Directory to Achieve User Friendly Naming”, 11/26/1990, S.
Kille <draft-ietf-osids-friendlynaming-03.txt, or .ps>

“Handling QOS (Quality of service) in the Directory”, 03/20/1991, S.E. Kille
<draft-jetf-osids-qos-01.txt, or .ps>

“Naming Guidelines for Directory Pilots”, 03/21/1991, P. Barker, S.E. Hardcastle-
Kille <draft-ietf-osids-dirpilots-04.txt, .ps>

“DSA Naming”, 03/21/1991, S.E. Hardcastle-Kille <draft-ietf-osids-dsanaming-
02.txt, or .ps>
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“Schema for Information Resource Description in X.500”, 06/14/1991, Chris
Weider <draft-ietf-osids-resdescripx500-00.txt>

“§chema for NIC Profile Information in X.500”, 06/14/1991, Chris Weider,
Mark Knopper <draft-ietf-osids-nicprofilex500-00.txt>

“Interim Directory Tree Structure for Network Infrastructure Information”,
06/14/1991, Chris Weider, Mark Knopper, Ruth Lang < draft-ietf-osids-treestructure-
00.txt>

“Directory Requirements for COSINE and Internet Pilots (OSI-DS 18)”, 07/09/1991,
S.E. Hardcastle-Kille <draft-ietf-osids-requirements-00.txt, .ps>

“Generic Security Service Application Program Interface Overview and C bind-
ings”, 07/10/1991, John Wray <draft-ietf-cat-secservice-00.txt>

“An Access Control Approach for Searching and Listing”, 09/23/1991, S.E.
Hardcastle-Kille, T. Howes <draft-ietf-osids-accesscntrl-00.txt, .ps>

“Representing Public Archives in the Directory”, 12/04/1991, Wengyik Yeong
<draft-ietf-osids-archdirectory-00.txt>

“A String Representation of Distinguished Names”, 01/30/1992, S. E. Hardcastle-
Kille <draft-ietf-osids-distnames-00.txt, .ps>

est For Comments:

RFC 1275 “Replication and Distributed Operations Extensions to Provide an Internet

Directory using X.500”

RFC 1276 “Replication and Distributed Operations Extensions to Provide an Internet

Directory”

RFC 1277 “Encoding Network Addresses to Support Operation Over Non-OSI Lower

Layers”

RFC 1278 “A String Encoding of Presentation Address”

RFC 1279 “X.500 and Domains”
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INTERIM MEETING REPORT

Reported by Steve Hardcastle-Kille/UCL

Minutes of the OSI Directory Services Working Group (OSIDS)
October 8, 1991

Previous Minutes
The Minutes from the July meeting in Atlanta were accepted without change.
Matters Arising

Updates were given on some of the action items from the previous meeting.

e George Brett was to find out how to get the CNI documents and send this information
to the osi-ds list. Steve Hardcastle-Kille will prompt George.

o Mark Knopper & Chris Weider were writing a paper on storing NSAP information,
and were going to update various other documents. Mark has moved on to other
duties, and doesn’t have much time available. Chris is working on them when he can.
They’re happening, but slowly, due to the work necessary for the FOX project.

o The status of the JPEG and QOS experiments will be given later in the meeting.

o Steve Hardcastle-Kille & Paul Barker have a draft of the Naming Guidelines document
ready for discussion during this meeting.

e Steve Hardcastle-Kille has produced a first draft of a strategy Joverview document.
Liaisons

1. RARE Working Group 3 - (Steve Hard castle-Kille)

The size of the Working Group 3 tutorials has grown. The last one was around 70
people, whereas previous ones were about 20-30. Earlier ones were strictly technical
but the latest one wasn’t.

There are now high-level liaisons between RARE and the IAB and CCIRN.

Work in the Research Community is US-Centric and is being RFC-driven. A Euro-
pean equivalent of RFC is being set up. (CFC?)

Further technical items will be presented at relevant points during the remainder of
the meeting.
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2. OIW - (Russ Wright & Richard Colella & Ken Rossen)

The OIW retracted their earlier “postal attribute” decision and spent a fair bit of
time on discussion of it.

Work is progressing on implementation agreements on Access Control, Replication
and Distributed Operations. It will be aligned with the output of the Berlin meeting.
The Distributed Operations work is based on 88, not on 92 extensions.

There are no conformant subclasses for 92 Access Control, so it will be all or nothing
for implementations. The OIW work is concentrating on error handling.

92 replication work is on a shadow protocol. There will be some leeway in confor-
mance. OIW is working on that, as well as error situations.

There are some OIW documents available online via FTP & FTAM. Richard Colella
will send an index of the documents to the osi-ds list.

. ISO/CCITT - (Ken Rossen)

There is a hope to include X.500 in GOSIP 3.
92 Extensions Work
o There are 13 documents: 12 PDAM (proposed document amendments) and 1
new part on replication.

o The replication work is on the second draft and looks stable.

e Access control is on the third draft, but there is still a lot to discuss. The U.S.
has a need for minimal access control (restrictive access control).

o The Berlin output should be fairly stable.

CCITT PICS PRO FORMA (?)
e This will be 1988 based. It is (or will contain) a checklist of conformance issues,
both required and optional. Youbong is the editor; we should see if she can
make it available,

The protocol version was not advanced in 1992.
Distributed entry work has been dropped for now. It will not be in 1992.

There was some detail given on a defect in 1988 X.500
o Multicasting / parallel chaining with > 1 DSA proceeding
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¢ Problem with NSSRs (Non Specific Subordinate References)

4. NADF - (Einar Stefferud)
Stef gave a brief overview of the NADF. It is comprised of public directory service
providers (or future providers). The members may not actually offer directory ser-
vices. One large issue they’re struggling with is dealing with different information for

the same entity, and having the different pieces managed by different service providers.

A pilot will be getting underway soon, maybe in January. Participation will be limited
to NADF members.

NADF documents are openly available. There are currently 218 documents.

ANSI is now registering alphanumeric names for private organizations. There are
four tables under the C=US arc:

e FIPS 5 - regions (states/provinces)

Organizations and private institutions created by Congress. (this is a point of
NADF tension as NADF will honor these, but ANSI may not register them, or
even keep a list of them)

o ANSI names

ANSI national standards

There has been some confusion regarding registration versus listing in the directory.
It turns out to be a somewhat emotional issue. Some details are included in a later
section.

5. FOX - (Ruth Lang)

They are making technical progress. Merit is working on a draft document on how to
store NSAPs in the directory. SRI is working on a User Agent to access the WHOIS
information.

Not a lot of progress in the “futures thought” area since Atlanta.
Steve Hotz has gone back to school, but may continue doing the US DSA reports.

(Since the meeting, Tom Tignor (tpt2@isi.edu) has assumed responsibility for the
Directory Services Activities Report).
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6. PSI WPP - (Wengyik Yeong)

There are currently 74 organizations, with 165K entries. The composition is: 34
Universities (105K), 19 Government/Non-Profit (25K) and 21 Commercial (40K).
More applications are needed, but drawing people/applications requires better reli-
ability. Reliability is a problem. It’s more of a manager problem than a software
problem. Security and access control are also needed to draw more participants.

They will be converting to the new US naming scheme (RFC 1255). This involves 2
DIT conversion.

. Paradise - (Steve Hardcastle-Kille)

Steve had some more Paradise handouts, although not many. There is a new glossy
brochure coming from the helpdesk, probably in November. (how to get copies of
these?) It’s focus is global, rather than European.

Steve outlined some of the Paradise services:

o DSA service. This provides national and top-level DSAs, and replicas of national
pilots. It also handles relaying between various networks (TCP/IP, IXI, PSS)

o DUA service. DE is now offered. (see *draft* help card) The help card will
be online ... and comments are welcome, please! DE will be available with the
latest QUIPU patch.

e Support for small to medium organizations, that would rather not run their own
DSA. A simple interface is provided. These are typically for small numbers of
entries.

. AARNet - (Mark Prior)

The AARN network has been up for 18 months now. The directory will have been up
for twelve months by the end of December. There are currently four DSAs being run
by the AARNet project (out of 21 total in Australia), one for each of four educational
sites. They’re working on naming guidelines. Problems encountered are availability
(due to Internet link problems?), and size. They noted:

(a) We were concerned about the use of non standard attributes, and especially
the creation of new syntaxes due to the non-extensibility of some commercial
directories.
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(b) During the life of the project the AU DIT has grown from 10k to 30k. This

(c)

(d)

()

(f)

(8)

(h)

growth was not just from the Project members sites so we are hopeful that this
level of growth will continue through ’92.

We are currently shadowing the country level information for all countries (ex-
cept FR and PT) on a local DSA and are using preferDSA to improve lookup
speed. Previously we had tried to just have the information locally but without
being an official slave DSA but this meant that all DSAs needed this information
and this caused serious image size problems.

We complained about Belgium’s inaccessibility, and problems in contacting Gi-
ant Tortoise across the Internet.

Standards Australia has issued a set of naming guidelines (SAA MP59-1991)
and we will be following them, as much as possible. We will also start using an
official OID, and will be applying for a NSAP and PRMD for AARNet.

We held a demonstration of the Directory at the QUESTNet Winter Workshop,
during July. Where we used color photo’s (encoded in GIF and using a private
image attribute). This was very successful, and popular, although not practical
in long haul links when using GIF, as the image size was of the order of 50-
100k. We intend to hold a similar demonstration at the Australian Networkshop
during December, but this time use JPEG. We intend to start migrating our
photo attributes to JPEG ASAP.

We have strong views on the need for a preferredName attribute, and will deploy
one, as we see it as necessary for telephony, if OSI-DS does not define it.

We still see regular updating of the Directory as a serious problem and work
needs to be done by someone to provide more tools in this area.

Document Progression to RFC

The IESG has recommended to the IAB that the bulk of the OSI-DS papers should move
to RFC status (some information and some standards track).

Strategy Document

This is a new document. It is not on the RFC track right now. It’s a controversial document,
and has need for broader input than just OSI-DS. The first draft is just out, with a lot of
it being Steve’s view. It will be worked on by various members of IESG, IAB and OSI-DS.

Some discussion highlights:
o Support for a standard API is needed. Also support for XDS/XOM interface for
directory services. (this will get more applications using it)
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e One question heard is “will it be small and fast and compare with the DNS?”

e We should learn from the NADF experience in name assignment, although this will
be something done on a country by country basis. We should be aligning to future
national X.500 services.

e This is a strategy document, which means non-specific, which means it’s hard to add
specifics. The lack of timeframes may affect perceived appropriateness of some items
(for example, when/how to intercept replication)

o There was concern over some of the extensions mentioned. One issue was whether this
was trying to nail down QUIPU (the answer is “no”) We need to deal with the issue
of standards (e.g., core X.500) versus functions (e.g., lightweight protocols). Core
X.500 should probably be emphasized. Extensions MUST be documented, and not
just by implementation. They should then be fed back into the standards process.

o Two areas to document really: how to deploy a directory service, and where we're
going with it (operational aspects). Should this be one document or two?

In broad terms, the Working Group supports this document and will edit/review it. The
emphasis should be to do this as a directory service, not as an OSI service.

Access Control for Searching and Listing

Steve and Tim summarized the paper. There was some discussion of implementation prob-
lems, as well as whether we want to make this a standard, or just to implement it and make
it an informational RFC. The leaning was for the latter.

There was some thought that this had some overlap with the 92 work, so we should at least
consider retrofitting to 92. We should also send this work to the standards stream as a work
item.

The solution outline makes the problem difficult, but not impossible. Is this a sufficient
solution?

DIXIE, DAS, and Lightweight Protocols - RFCs 1202 and 1249

These are two informational RFCs. DIXIE and DAS are different. DIXIE provides more of
a DAP-type function, while DAS provides more user level (user interface) function.

Should we fix on a single implementation? To confuse things, many manufacturers have
done similar protocols. Standardizing seems to be a good thing, but neither of the two
specifications is good enough.

There was some discussion and clarification between lightweight APIs and lightweight pro-
tocols. The two issues are whether it’s easy to use for an application, and whether it’s easy
to use with respect to the OSI stack.
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There was a preference for ASN.1 over ASCII in the protocol. It was felt a list of require-
ments was needed before we do any subsetting of the protocol.

No volunteers willing to take on the writing chore. Weng and Tim will investigate further.
Presentation of New US Naming Scheme - Wengyik Yeonag

The new naming scheme is specified in NADF 175 / RFC 1255. One of the key points is
that listing (where you expect to be found) is separate from standing (a function of where
you’re registered).

There was much discussion on whether the standing/listing separation is the right thing to
do. No consensus was reached on whether it was “Free Market Rules” or “A Mess”.

Naming Guidelines
Paul Barker’s new text was accepted with one small change.

Steve reported that from Zurich and post-Zurich discussions, it was decided to drop all of
O=Internet, O=Cosine, L=Europe and L=North America from the root. The problem with
having these objects directly under the root is that there is no formal registration process
and there will be problems with PTT connections.

However, the issue of whether O=Internet should be dropped or not came back up and was
resolved that it should stay where it is for now (at the root).

The JPEG Experiment: Pictures in the Directory - Russ Wright

This was the result of an old action item. Russ talked about some of the experiments done,
which were successful.

The decisions made:
¢ Use JPEG for photo attribute.
e Keep FAX around for a transition period only, and then deprecate.

¢ Use a new attribute type, rather than overload existing one. Russ will liaise with
Schema group to do this.

¢ Timescale on transition: the next version of QUIPU will have both FAX and JPEG.
The version after that will not have FAX. The transition period will be twelve months.

The QOS Experiment

Time Howes, Paul Barker and Geir Pedersen have been working on this. There has been
some progress in code, but not much in deployment.
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Mark Smith will continue putting this into the Mac DUA. Colin will send a note (after
some experience) to the list on how to install the necessary pieces in the DSA, and then use
it. Weng & Colin will clarify and rectify any inconsistencies between the QOS specification
and code, where code mean QUIPU.

DSA Operations for Paradise: Managing the root of the DIT
Colin Robbins

Besides the services that Steve mentioned earlier, they also do a fair bit of probing. It
turns out not to be as simple as once thought. Simply connecting is not enough. If you do
authentication, then you get a loopback, which is better. There are also network islands
out there, so you need to do multiple probes on a DSA. Failures can be due to a number of
things: network, host, dsa, protocol (hopefully not!), or authentication.

They’ve started “passive probing” to cut down on the load. In this case, they only probe
the DSAs they haven’t connected to.

Any suggestions on how to improve things are *welcome*.

They also do some counting of the DIT. This isn’t really needed for operations. There was
some discussion on whether counting should be done by DSA, or by subtree and prop agated
up the tree. This is a non-standard mechanism, since there is nothing in X.500.

DSA Naming. Presentation and discussion.

Steve summarized and provided some clarification for the current Internet Draft on this.
There were some scalability concerns. It’s easy to add another tree, though there is some
time to go before that’s needed. Adding new trees may be political rather than technological.

There was a strong suggestion that more pictures and more examples be included to help
clarify what’s being described.

It was decided that some discussion on the list was required. People would go and “Think
Hard” about this.

AOB

Andrew MacPherson’s message regarding a new personal attribute. Paul and Steve will re-
spond to the list as promised. There has been some discussion on surname and Scandinavian
names on the list, but there were no volunteers to try to summarize it.

¢ Postal addresses

The 6x30 format is fairly well entrenched (for one, in heavy metal in mailing houses).
Steve made a proposal that we add a new Oversized-Postal-Address, which is 6x60,
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and have Postal-Address as a subtype of it. This was perceived by some not to be a
solution. We ran out of time without a resolution.

Next Meeting

The next meeting will be at the IETF in San Diego (March 16-20, 1992).

Summary of Action Items

Steve Harcastle-Kille: Prompt George Brett to send information on accessing CNI
documents to the osi-ds list.

Richard Colella: Send index of available OIW documents to the osi-ds list.
Wengyik Yeong & Tim Howes: Continue investigating DIXIE and DAS.

Russ Wright: Liaise with Schema group to instantiate new attribute type for jpeg
photo.

Tim Howes: continue fitting the QOS stuff into the Mac DUA.

Colin Robbins: send a note to the osi-ds list on how to install the necessary QOS
pieces into the DSA. (and then how to use it)

Wengyik Yeong & Colin Robbins: clarify & rectify inconsistencies between the QOS
draft and the QUIPU code.

Everyone: discuss strategy and DSA naming documents via email.
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Paul Koski koski@hpindeg.cup.hp.com
Ruth Lang rlang@nisc.sri.com
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Andy Linton andy.linton@comp.vuw.ac.nz
John Mann

Daniel Molinelli moline@trw.com
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3.4.3 OSI General (osigen)
Charter

Chair(s):
Robert Hagens, hagens@cs.wisc.edu
Ross Callon, callon@bigfut.enet.dec.com

Mailing Lists:
General Discussion: ietf-osi@cs.wisc.edu
To Subscribe: ietf-osi-request@cs.wisc.edu
Archive: janeb.cs.wisc.edu: /pub/archives/ietf-osi

Description of Working Group:

Help facilitate the incorporation of the OSI protocol suite into the Internet, to
operate in parallel with the TCP /TP protocol suite. Facilitate the co-existence
and interoperability of the TCP/IP and OSI protocol suites.

Goals and Milestones:

Done Specify an addressing format (from those available from the OSI NSAP ad-
dressing structure) for use in the Internet. Coordinate addressing format with
GOSIP version 2 and possibly other groups.

TBD Review the OSI protocol mechanisms proposed for the up coming Berkeley re-
lease 4.4. Coordinate efforts with Berkeley.

TBD Review GOSIP. Open liaison with Government OSI Users Group (GOSIUG)
for feedback of issues and concerns that we may discover.

TBD Determine what should be used short-term for (i) intra-domain routing; and
(i) inter-domain routing.

TBD For interoperability between OSI end systems and TCP/IP end systems, there
will need to be application layer gateways. Determine if there are any outstand-
ing issues here.

TBD Review short-term issues involved in adding OSI gateways to the Internet.
Preferably, this should allow OSI and/or dual gateways to be present by the
time that Berkeley release 4.4 comes out.

Request For Comments:

RFC 1139 “Echo function for ISO 8473”
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3.4.4 Office Document Architecture (oda)
Charter

Chair(s):
Peter Kirstein, kirstein@cs.ucl.ac.uk

Mailing Lists:
General Discussion: ietf-osi-oda@cs.ucl.ac.uk
To Subscribe: ietf-osi-oda-request@cs.ucl.ac.uk
Archive:

Description of Working Group:

The ODA Working Group will develop guidelines for the use of the Office
Document Architecture for the exchange of Compound documents including
formattable text, bit-map graphics and geometric graphics according to the
ODA Standard. It will consider also Intercept Standards for other document
content types it considers vital - e.g., Spreadsheets. The Working Group will
define how to use both SMTP and X.400 for interchange of ODA documents.
It will maintain close liaison with the SMTP and X.400 Working Groups.

This Working Group will review the availability of ODA implementations, in or-
der to mount a Pilot Testbed for processable compound document interchange.
Finally, it will set up and evaluate such a testbed.

Goals and Milestones:

Done Inaugural meeting.

Done Produce a paper stating what ODA standards or profiles still need completing.

Jul 1991  Produce paper on how both SMTP and X.400 message systems should be sup-
ported.

Done Produce paper on what pilot implementations can be provided.

Jul 1991  Produce paper on what scale and type of Pilot Testbed should be organised.
Dec 1991 Provide first feedback on the ODA Pilot.
Ongoing  Coordinate ODA Pilot.

Ongoing  Review and propose additional enhancements of ODA.
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CURRENT MEETING REPORT

Reported by Peter Kirstein/UCL
Minutes of the Office Document Architecture Working Group (ODA)
Current Status of Implementations:

As a background for the discussions on Pilots, the current status of implementations was
reviewed. A document on the current status had been circulated prior to the meeting; is
is called “The ODA Document Cnvertors” [ODC]. This document reviewed the status of
three of the available packages:

Provider Package

BBN/UCL SLATE/ODA

Bull WORD for WINDOWS/ODA
DEC DECWRITE/ODA

Each of the three are now available for immediate use, and the suppliers have agreed to make
three copies of each available to individual organizations participating in the IETF-ODA
Pilots. The status of each is discussed below:

BBN/UCL-SLATE/ODA

There has been a Release of v1.2 of the BBN SLATE/UCL ODA software; it converts
between SLATE v1.2 and ODA/ODIF Q112. The software is made available currently
on SPARCstations, but is believed to be easily portable to IBM RISC 6000 machines and
DEC Ultrix workstations. There is documentation for the system on the normal ietf-osi-
oda infoserver. At present the system operates with the UCL PP message (v5.x or later
versions), and thus can operate over SMTP (with UUencode) or X.400; later versions will
work with the extensions to SMTP proposed in the 822EXT Working Group. It is possible
to interoperate with any other SMTP mail systems which do UUencoding.

An agreement has been reached with BBN, that they will provide for the IETF Pilot 250
copies of SLATE v1.2, and will maintain it with later releases. It is restricted to “academic
and research institutes only”; others must purchase SLATE from BBN. The software will
be updated as later releases of SLATE become available. The whole documentation will be
provided by UCL - who will include the BBN SLATE documentation. The BBN portion of
the software will be provided to US participants by a “Shrink-wrapped Licence”; non-US
sites will have to sign a BBN license supplied by UCL. In both cases, UCL will keep a
register of copies supplied, and must furnish that to BBN. UCL will exact a small handling
charge for the distribution. Details of the license agreements are given in [ODC].
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Bull-Word FOR WINDOWS/ODA

This software is also available to the Working Group; it will run on a DOS PC, and must be
integrated by the using site with a mail system. The Bull software is designed for conversion
between RTF and ODA Q112, but they use it only with WORD for WINDOWS.

The software requires a PC/AT with PC-DOS or MS-DOS v 3.10 or above with at least
1 MB of EMS, hard disc and floppy. It requires also MS-WINDOWS v3.0, WORD for
Windows v1 or other editor supporting RTF, and font scaling for a CRT such as ATM
Adobe. The programs include Q112 <-> RTF convertors, a formatter, filter, and a browser.
It also includes filters and test documents. There is appropriate documentation from Bull.

The license agreement specifies the use of up to three copies of the software on DOS systems;
the usage of the software is restricted to R&D purposes. The licensees should provide a report
on the usage. The intention is to provide the software to Universities and Public Research
laboratories for evaluation, research and demonstration. The period of the agreement is
initially until June 1992.

Bull will distribute the software and documentation, within a month of users returning a
signed license agreement to Bull. Details of the license agreement are given in [ODC].

DEC

This package is regarded as a Gateway product between their CDA products and OSI. The
VMS release was made in April, the ULTRIX release is on Extended Field Trial (EFT).
They run on all current DEC machines. Again details of the license agreement are given in
[ODC].

[ODC] describes also the limitations in current interworking between the three implemen-
tations.

We expect that there will also be available a version of WORDPERFECT/ODA from
UPC/ICL. This software has not yet been tested fully for compatibility, and its license
arrangements are still under discussion. We would expect to provide further information
on this software at the next IETF meeting.

Interest was also keen in MAC software, and the Chair agreed to contact Apple since it
was believed they had software in some relevant state. It was agreed that in view of the
imminence of so much of the software, it was important to update this list regularly. The
Chair would provide an updated status for the next meeting at the next IETF.

The participants in the meeting expressed an interest in having a reasonably up-to-date
directory of who is using ODA for the Pilot. The Chair agreed to put up a list of mailboxes
on an X.500 Directory system to which all those interested had access. He will also keep a
list of active users on the Infoserver. v
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The Pilot

The document describing the implementations available was sent to the Working Group
mailing list only just before the meeting. A number of people have requested one or other
of the implementations available, so that there should be feedback from early use by the
time of the next IETF meeting. Currently we expect to use UUencoded SMTP or X.400 for
document transfer. However, in view of the excellent progress being made in the 822EXT
Working Group, and the alpha release availability of a package from Marshall Rose, we
expect also to be testing shortly with that package.

Next Meeting

It was proposed to hold the next meeting in San Diego during the week of March 16-20,
1992.

Attendees

Harald Alvestrand herald.alvestrand@delab.sintef.no
Cyrus Chow cchow@ames .arc.nasa.gov

Peter Kirstein kirstein@cs.ucl.ac.uk

Jim Knowles jknowles@trident.arc.nasa.gov
Ursula Sinkewicz sinkewic@decvax.dec.com

Andrew Veitch aveitch@bbn.com
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3.4.5 X.400 Operations (x4000ps)
Charter

Chair(s):
Alf Hansen, A1f.Hansen@delab.sintef.no

Mailing Lists:
General Discussion: ietf-osi-x400ops@pilot.cs.wisc.edu
To Subscribe: ietf-osi-x400ops-request@pilot.cs.wisc.edu
Archive:

Description of Working Group:

X.400 management domains are being deployed today on the Internet. There
is a need for coordination of the various efforts to insure that they can interop-
erate and collectively provide an Internet-wide X.400 message transfer service
connected to the existing Internet mail service. The overall goal of this Group
is to insure interoperability between Internet X.400 management domains and
the existing Internet mail service. The specific task of this Group is to pro-
duce a document that specifies the requirements and conventions of operational
Internet PRMD:s.

Goals and Milestones:

Done Initial meeting, produce internal outline.
Done Working draft, circulate to interested people.
Jul 1991  Internet Draft available.

Dec 1991 Document ready for publication.



216 CHAPTER 3. AREA AND WORKING GROUP REPORTS

CURRENT MEETING REPORT

Reported by Kevin Jordan/CDC

Minutes of the X.400 Operations Working Group (X4000PS)

Welcome

The meeting was chaired by Alf Hansen, and Kevin Jordan volunteered as secretary.
There were no additional comments against the Atlanta meeting Minutes.

Action list from Atlanta meeting

e Rob Hagens and Alf Hansen were to revise draft RFC and distribute to the Working
Group. Done

NOTE: At the Atlanta meeting, we discussed the need for a separate document which
would describe the strategy for X.400 Operations in the international X.400 internet.
In Santa Fe, we decided that this document is not needed.

e Kevin Jordan was to update white paper on use of X.500 for support of X.400 routing
and address mapping and distribute to the Working Group. Done

o Claudio Allocchio and Urs Eppenberger were to write a white paper on use of DNS
for support of X.400 routing and address mapping. Not Done.

They wrote software instead! The software will be made available to the RARE/CO SINE
and XNREN communities.

o Steve Hardcastle-Kille was to update 88->84 downgrading draft RFC and work with
EWOS to make support of DD.COMMON well defined and mandatory. Draft RFC
Updated

o Peter Yee was to do some research into North American groups such as EMA and
NADF and make recommendations for liaison with these groups. Yee was unable
to attend the Santa Fe meeting. Peter plans to email his findings to the
Working Group.

IETF X.400 Operations Working Group Business

It was decided that the following changes should be made to the Charter:

e The Charter should be updated to include references to other documents in progress,
e.g., the Routing and Mapping documents.
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e The Charter should reflect that our work on X.400 operations and deployment will
not be complete by December 1992.

o The Charter will probably be upated occasionally as X.400 operational requirements
evolve and as real experience in X.400 operations becomes broader.

Relations to other groups. Significant changes were made to the draft RFC as a result of
comments made against it at the RARE WG1 meeting which took place shortly before the
Santa Fe meeting. While most of these changes were technically justified, and the authors
were given authorization to make such changes at the Atlanta meeting, it was strongly
recommended that this sort of change not be undertaken in the future without the review
and consensus of the IETF Working Group. The RFC is supposed to be the product of
the IETF Working Group. The IETF Working Group respects and welcomes contributions
from RARE WG1, but North American members of IETF are not eligible to be members
of RARE WG1, so they are unable to express their views through votes at RARE WGl
meetings. Therefore, significant changes to the draft should not be made without review
and approval of the IETF Working Group membership.

X.400 Service Milestones

Each member of the Working Group presented highlights and milestones of X.400 service
provided at his/her home site.

XNREN Project. More and more sites are joining the XNREN Project. However, X.400
traffic continues to be relatively light. Very little progress has been made on establishing
connections to public ADMD service providers. The University of Wisconsin has established
an experimental and publicly available X.400-based fax service. The fax service imposes
some constraints and limitations. Contact Rob Hagens and/or Allan Cargille for details.

Norway. The Norwegian R&D X.400 network currently serves over 5000 active users. The
principal Norwegian WEP carries between 20,000 and 40,000 X.400 messages per month.

COS. The Corporation for Open Systems has installed PP and SunLink/MHS internally.
COS is planning to connect its X.400 service to the Internet and wants to use OSI CLNS
in addition to RFC1006.

Navy. The U.S. Navy is aggressively pushing X.400 internally. It is deploying various types
of X.400 gateways. Transport/network services provided include X.25 and CLNS.

Merit. Merit drove the OSI infrastructure demonstration at INTEROP ’91, and managed
to use CLNS to interconnect virtually every regional network of the U.S. Internet success-
fully. Sites in Europe (especially Finland) were also interconnected using CLNS. X.400 mail
was successfully exchanged between a variety of sites over Internet using CLNS. Merit also
provides a gateway between NSFNet and SprintMail.

ESNet. ESNet continues to implement and deploy X.400 internally. ESNet plans to make
X.400 mail a production-oriented service by January 1, 1992.
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CDNNet. X.400 traffic levels continue to grow. The primary CDNNet MTA currently
exchanges between 10,000 and 15,000 X.400 messages per day. CDNNet is subscribed as
a PRMD to ADMD Telecom Canada. CDNNet is seeking approval to become an ADMD
itself. CDNNet maintains the EAN X.400 mail software and has recently developed an X
Window System based X.400 user agent.

Slovenia. The X.400 R&D network in Slovenia currently serves over 2000 active users.

GARR. X.400 traffic continues to increase. GARR is connected to the public X.400 net-
works in Italy. GARR provides a centralized gateway service to a variety of other email
networks including HEPNet, SPAN, EARN, and Internet. GARR supports multiple proto-
col stacks including X.25, RFC1006, DDCMP, and CLNS.

NORDUNet. NORDUNet has initiated a project to improve the reliability of the email
services in the Nordic countries. Alf has been appointed as the official NORDUNet Mail
Inspector.

Review of “Requirements for X.400 Ménagement Domains (MDs) Operating in
the Global R&D X.400 Service”

Revisions to the draft RFC will include the following:
o Title change to “Operational Requirements for X.400 Management Domains”, and

o References to “Global R&D X.400 Service” will be changed to “International X.400
Service”.

The References

Urs will distribute a new revision of his Routing Coordination paper. The new revision will
reflect comments made at the recent RARE WG1 meeting.

Harald Alvestrand will polish his “Routing Policy” draft and distribute it to the Working
Group. It was agreed that this paper should become one of the RFC’s in the X.400 set. It
will be referenced by the base RFC.

Use of an X.500 Infrastructure for Routing Purposes

Keving Jordan’s X.500 white paper was generally well accepted. However, the following
recommendations were made against it:

e As an optimization to the route determination algorithm, take advantage of the fact
that a failed directory read operation will return a distinguished name prefix in the
case that part of a distinguished name is matched. This can be used to locate the
longest match of an O/R name in one read, and a second read can then be used to
obtain desired attributes.
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e Update the document to allow for PRMD’s explicitly under ADMD’s and propose
that the X.400 tree be rooted under a new object occuring under country (rather
than rooting the X.400 tree directly under country).

Status and necessary actions for implementation of experiments with the draft
RFC for use of the DNS system for address mapping purposes.

Claudio Allochio has implemented a scheme for using existing PTR resource records to store
address mapping information. He has also implemented a scheme for using MX resource
records to store X.400 routing information.

Tools have been implemented for extracting PTR and MX records and producing RARE
tables from them.

The Italian PARADISE Project is also implementing Kevin Jordan’s recommendations for
using X.500 to support X.400 routing and address mapping.

Summary of conclusions and actions

P. Yee Peter will distribute his recommendations for liaisons with
other groups.

R. Hagens, A. Hansen The editors will review section 3.1, rewrite it, and distribute
it to the Working Group for review and comment.

The RFC authors will revise the document in accordance with
the comments and conclusions generated at this meeting. A
new draft will be distributed prior to the next IETF meeting,
no later than January 15.

J. Geiter Jishoo will write a recommendation for the construction of
X.400 names based upon relevant RFC’s and Implementor’s
Agreements.

A. Hansen Alf will formally propose to RARE WG1 that mapping coor-

dination procedures be published as RFC’s.

All The issue of ADMD=% ” versus ADMD=0 will be discussed
via email after the text about this issue from the recent
RARE WGI meeting is distributed.
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K. Jordan Kevin will rewrite his paper on use of X.500 for support of
X.400 as a pair of draft RFC’s: one related to use of X.500
for X.400 routing purposes, and one related to use of X.500
for address mapping purposes.

NOTE: This action should be reconsidered in light of Steve
Hardcastle-Kille’s comprehensive paper on the same subject.
I propose that we adopt Steve’s paper as the basis for further
work in this area.

U. Eppenberger Urs will update his paper on static routing and mapping pro-
cedures and present it as a draft RFC.

Other Business

Borka Jerman-Blazic and Harald Alvestrand each made presentations on national character
set issues and suggested alternatives for solving this problem with respect to X.400. The
Working Group made no conclusions but agreed that this issue needs further discussion at
future meetings.

Future Meetings

The next general IETF meeting is scheduled for the week of March 16th in San Diego,
California. The X.400 Operations Working Group will meet on March 17 and March 18.

Attendees

Claudio Allocchio claudio.allocchio@elettra-ts.infn.it
Harald Alvestrand herald.alvestrand@delab.sintef.no
William Biaggi bbiagicos.com

Ken Carlberg carlberg@cseic.saic.com

Cyrus Chow cchow@ames.arc.nasa.gov

Richard Colella colella@osi.ncsl.nist.gov

Curtis Cox ccox@wnyose.nctsw.navy.mil

John Demco demco@cs.ubc.ca

Tim Dixon dixon@nikhef.nl

Jisoo Geiter geiter@gateway.mitre.org

Tony Genovese genoveseQes.net

Robert Hagens hagens@cs.wisc.edu

Alf Hansen Alf .Hansen@delab.sintef.no

Susan Hares skh@merit.edu

Christian Huitema christian.huitema@sophia.inria.fr
Borka Jerman-Blazic jerman-blazic@ijs.ac.mail.yu

Kevin Jordan kej@udev.cdc.com
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Scott Kaplan scott@ftp.com

Jim Knowles jknowles@trident.arc.nasa.gov
Walter Lazear lazear@gateway.mitre.org

Jack Liu liuQkoala.enet.dec.com

Linda Winkler lwinkler@anl.gov

Robert Woodburn woody@cseic.saic.com

Russ Wright wright@lbl.gov
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