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Chairman’s Message

Boulder IETF Meeting

Let me give another grateful thanks to our hosts in Boulder. The success of this
meeting is due to the efforts of a large consortium of Colorado academic and industry
groups. In particular, we need to recognize Carol Ward (Westnet) and Don Morris
(NCAR) for their efforts in putting this cooperative group together.

The Boulder meeting marked our second meeting in a row in which we had attendance
around 300. The number of Working Groups has now grown to almost 50. During any
one of the Working Group periods in our Agenda, there were typically between 9-12
parallel sessions in progress. It has become very difficult to find hosting organizations
that can provide facilities for this amount of parallel breakout sessions. Therefore,
starting with the Boulder meeting, and continuing for the near future, we will be
holding IETF meetings in conference hotels. Although it increases the basic costs of
the meeting, it has the advantage of providing the necessary meeting logistics. It also
increases convenience for attendees by eliminating travel time between the meeting
site and the hotel site.

Next IETF Meeting — St. Louis (March 11-15, 1991).

The next IETF meeting will be hosted by Washington University and Guru Parulkar
in St. Louis (March 11-15, 1991). The meeting already promises an interesting
technical agenda, a full schedule of Working Group meetings, and excellent Internet
and computing facilities.

There will be several important changes at the next IETF meeting, which will be
discussed below.

IETF Attendance Fees

I want to take this opportunity to remind prospective attendees of one important
change in our normal planning for this and future meetings — we will be asking for
an attendance fee to help offset some costs of the meeting.

The IETF is an open technical meeting, not a “conference”. Local expenses for all
past IETF meetings have been been paid for either by the local host or through
U.S. government funding. When the IETF meetings were smaller this was workable,
but as the meetings grew in size, the U.S. government expressed a desire for IETF
participants to share a portion of the meeting costs. Therefore, beginning with the
St. Louis IETF meeting, we will be asking attendees to defray some IETF meeting
costs directly.



Regular IETF attendees will recall that we have discussed this issue as early as the
February 1990 open plenary at FSU. At the December 1990 meeting in Boulder, we
announced that this new policy would start with the St. Louis meeting. It is our
sincere hope that this new policy does not affect attendance at [ETF meetings.

Specific details will be provided in announcements to the IETF mailing list. However,
there are a few more important issues to mention here.

Importance Of Early Hotel And IETF Registration: It will be important for folks to
send their registration forms and checks to CNRI (and to make their room reservations
with the hotel) by a certain cutoff date. There are three reasons for this. 1) The
hotel offers discounted rates for both the hotel rooms and the meeting rooms, but it
is based on filling an early hotel “block”. The “block” closes about two weeks prior
to the meeting. Therefore, you can help reduce your costs and the overall meeting
costs if you make your hotel room reservation and your attendance reservation by the
cutoff date. It turns out the IETF has not had a good record in the past of filling
early hotel “blocks”. It will help to keep costs down if we can establish a better
record of early hotel registrations. 2) It is very helpful for the logistics planning (e.g.,
refreshments, setting up meeting rooms in “classroom” or “theatre” style, etc.) if
we have a good idea of the number of attendees in advance. 3) It will help reduce
the onsite registration hassles and delays if most of the registration activity is taken
care of for most attendees before the meeting. Since this is the first meeting in which
fees will be required, we have no experience with how this might increase onsite
registration delays.

All these requirements will be satisfied if prospective attendees have booked the hotel
room by the cutoff date, and if they have returned a completed registration form to
CNRI by the cutoff date. Therefore, under these conditions, we will be happy to
accept the regular attendance fee onsite. If the hotel block becomes completely filled
early (which will assure the discounted rates for the meeting rooms and hotel rooms),
then we will be able to waive all late fees.

Refund Policy: We will give a full refund for cancellations or no-shows. Those who
cancel or no-show would not receive Proceedings, of course, but can arrange to pur-
chase separately if they wish.

Credit Cards: We do not yet have the final arrangements in place to accept credit
cards. Therefore, for the St. Louis meeting, I must ask that attendees arrange for
payment by check. We fully expect to be able to accept credit cards by the July IETF
meeting in Atlanta.

The IETF has come a long way since our initial fifteen person meeting five years ago.
Its growth and successes have come from the support of a wide community of network
operators, users, vendors, and researchers. This special blend of attendees makes the



IETF a unique development group. I intend to make every effort to maintain that
important and distinctive blend of contributors.

Interop, Inc.

Interop, Inc., has provided the main logistics planning for IETF meetings for the last
two years. I regret to report that starting with the St. Louis meeting, Interop will
no longer be providing this service.

During the lat two years, the IETF has grown from just over 100 to around 300
in attendance, and from around 15 working groups to approximately 50. This has
obviously been a crucial time in the development of the IETF.

I would like to express my appreciation for Interop’s outstanding efforts on the IETF’s
behalf during this period. In particular, we will miss the high degree of professionalism
and friendly countenance of both Susie Karlson and Valerie Collins. We owe Susie,
Val, and Interop a great deal for helping to create a well managed meeting structure
during this period of rapid IETF growth.

Susie, Val, thank you for all you have done for IETF. We hope you will drop in on us
from time to time.

New IETF Meeting Coordinator

Every end denotes a new beginning. Starting with the St. Louis IETF meeting,
Megan Davies (CNRI) will assume the position of IETF meeting coordinator. Megan
has been with us for the last two meetings to insure a smooth transition. Megan
will also have the major role in compiling the IETF Proceedings. Please join me in
welcoming Megan to this new position.
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Morning Working Group Sessions
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Protocol (Krishan Sabnani/AT&T)
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FRIDAY, December 7

9:00-11:30 am Working Group Area and Selected Working Group Presentations

User Services Area (Joyce K. Reynolds/ISI)
Applications Area (Russ Hobby/UC Davis)
Internet Services Area (Noel Chiappa/Consultant)
Routing Area (Bob Hinden/BBN)
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OSI Interoperability Area
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11:30-12:00 noon  Concluding Remarks (Phill Gross/CNRI)
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Chapter 1

IETF Overview

The Internet Engineering Task Force (IETF) has grown into a large open community
of network designers, operators, vendors, and researchers concerned with evolution
of the Internet protocol architecture and the smooth operation of the Internet. The
IETF began in January 1986 as a forum for technical coordination by contractors
working on the ARPANET, DDN, and the Internet core gateway system.

The IETF mission includes:

e Specifying the short and mid-term Internet protocols and architecture for the
Internet,

o Making recommendations regarding Internet protocol standards for IAB ap-
proval,

o Identifying and proposing solutions to pressing operational and technical prob-
lems in the Internet,

e Facilitating technology transfer from the Internet Research Task Force, and

e Providing a forum for the exchange of information within the Internet com-
munity between vendors, users, researchers, agency contractors, and network
managers.

Technical activity on any specific topic in the IETF is addressed within Working
Groups. All Working Groups are organized roughly by function into eight technical
areas. Each is led by an area director who has primary responsibility for that one
area of IETF activity. These eight technical directors with the chair of the IETF
compose the Internet Engineering Steering Group (IESG).

11



12 CHAPTER 1. IETF OVERVIEW

The current areas and directors, which compose the IESG, are:

IETF and IESG Chair: Phill Gross/CNRI
Applications: Russ Hobby/UC-Davis
Internet Services: Noel Chiappa/Consultant
Routing: Robert Hinden/BBN
Network Management: James Davin/ MIT
OSI Integration: Rob Hagens/U-Wisc and
Ross Callon/DEC
Operations: Phill Gross/CNRI (interim)
User Services Joyce Reynolds/ISI
Security: Steve Crocker/TIS
Standards Management Dave Crocker/DEC
IESG Secretary: Greg Vaudreuil/ CNRI

The Working Groups conduct business during plenary meetings of the IETF, during
meetings outside of the IETF, and via electronic mail on mailing lists established
for each group. The IETF holds quarterly plenary sessions composed of Working
Group sessions, technical presentations and network status briefings. The meetings
are currently three and one half days long and include an open IESG meeting.

Meeting reports, charters (which include the Working Group mailing lists), and gen-
eral information on current IETF activities are available on-line for anonymous FTP
from several Internet hosts including nnsc.nsf.net.

Mailing Lists

Much of the daily work of the IETF is conducted on electronic mailing lists. There
are mailing lists for each of the working groups, as well as a general IETF list. Mail on
the working group mailing lists is expected to be technically relevant to the working
groups supported by that list.

To join a mailing list, send a request to the associated request list. All internet mailing
lists have a companion “request” list. Send requests to join a list to <listname>-
request@<listhost>.

Information and logistics about upcoming meetings of the IETF are distributed on
the general IETF mailing list. For general inquiries about the IETF, send a request
to ietf-request@isi.edu. An archive of mail sent to the IETF list mail is available
for anonymous ftp from the directory “ftp/irg/ietf on venera.isi.edu
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1.1 On Line IETF Information

The Internet Engineering Task Force maintains up-to-date on-line information on all
its activities. There is a directory containing Internet Draft documents and a directory
containing IETF Working Group information. All this information is available for
public access at several locations. (See section 1.2.3)

The “IETF” directory contains a general description of the IETF, summaries of ongo-
ing Working Group activities and provides information on past and upcoming meet-
ings. The directory generally reflects information contained in the most recent IETF
Proceedings and Working Group Reports.

The “Internet-Drafts” directory has been installed to make available, for review and
comment, draft documents that will be submitted ultimately to the IAB and the RFC
Editor to be considered for publishing as an RFC. Comments are welcome and should
be addressed to the responsible person whose name and email addresses are listed on
the first page of the respective draft.
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1.1.1 The IETF Directory

Below is a list of the files available in the IETF directory and a short synopsis of what
each file contains.

Files prefixed with a 0 contain information about upcoming meetings. Files prefixed
with a 1 contain general information about the IETF , the Working Groups, and the
Internet Drafts.

FILE NAME

Omtg-agenda the current agenda for the upcoming quarterly IETF plenary,
which contains what Working Groups will be meeting and at
what times, and the technical presentations and network status
reports to be given.

Omtg-logistics the announcement for the upcoming quarterly IETF plenary,
which contains specific information on the date/location of the
meeting, hotel/airline arrangements, meeting site accommoda-
tions and travel directions.

Omtg-rsvp a standardized RSVP form to be used to notify the support staff
of your plans to attend the upcoming IETF meeting.

Omtg-schedule current and future meeting dates and sites for IETF plenaries.

lid-abstracts the Internet Drafts currently on-line in the Internet-Drafts di-
rectory.

lid-guidelines instructions for authors of Internet Drafts.

lietf-overview a short description of the IETF, the IESG and how to partici-
pate.

lwg-summary a listing of all current Working Groups, the Working Group

Chairs and their email addresses, Working Group mailing list ad-
dresses, and, where applicable, documentation produced. This
file also contains the standard acronym for the Working Groups
by which the IETF and Internet-Drafts directories are keyed.

Finally, Working Groups have individual files dedicated to their particular activities
which contain their respective Charters and Meeting Reports. Each Working Group
file is named in this fashion:
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<standard wg abbreviation>-charter.txt
<standard wg abbreviation>-minutes-date.txt

The “dir” or “Is” command will permit you to review what Working Group files are
available and the specific naming scheme to use for a successful anonymous ftp action.

1.1.2 The Internet-Drafts Directory

The Internet-Drafts directory contains the current working documents of the IETF.
These documents are indexed in the file 1id-abstracts.txt in the Internet-Drafts di-
rectory.

The documents are named according to the following conventions. If the document
was generated in an IETF Working Group, the filename is:

draft-ietf-<std wg abrev>-<docname>-<rev>.txt , or .ps

where <std wg abrev> is the Working Group acronym, <docname> is a very short
name, and <rev> is the revision number.

If the document was submitted for comment by a non-ietf group or author, the file-
name Is:

draft-<org>-<author>-<docname>-<rev>.txt, or .ps

where <org> is the organization sponsoring the work and <author> is the author’s
name.

For more information on writing and installing an Internet Draft, see the file lid-
guidelines, “Guidelines to Authors of Internet Drafts”.
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1.1.3 Directory Locations

The directories are maintained primarily at the NSFnet Service Center (NNSC).
There are several “shadow” machines which contain the IETF and INTERNET-
DRAFTS directories. These machines may be more convenient than nnsc.nsf.nsf.

To access these directories, use FTP. After establishing a connection, Login with
username ANONYMOUS and password GUEST. When logged in, change to the
directory of your choice with the following commands:

cd internet-drafts
cd ietf

Individual files can then be retrieved using the GET command:

get <remote filename> <local filename>
e.g., get 00README readme.my.copy

NSF Network Service Center Address: nnsc.nsf.net

The Defense Data Network NIC Address: nic.ddn.mil

Internet-drafts are also available by mail server from this machine. For
more information mail a request:

To: service@nic.ddn.mil
Subject: Help

NIC staff are happy to assist users with any problems that they may
encounter in the process of obtaining files by FTP or “SERVICE”. For
assistance, phone the NIC hotline at 1-800-235-3155 between 6 am and 5

pm Pacific time.
Pacific Rim Address: munnari.oz.au

The Internet-drafts on this machine are stored in Unix compressed form

(.2).

Europe Address: nic.nordu.net (192.36.148.17)
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1.2 Guidelines to Authors of Internet Drafts

The Internet-Drafts Directory is available to provide authors with the ability to dis-
tribute and solicit comments on documents they plan to submit as RFC’s. Sub-
missions to the Directory should be sent to “internet-drafts@nri.reston.va.us”.
Unrevised documents placed in the Internet-Drafts Directory have a maximum life
of six months. After that time, they will either be submitted to the RFC editor
or will be deleted. After a document becomes an RFC, it will be replaced in the
Internet-Drafts Directory with an announcement to that effect for an additional six
months.

Internet Drafts are generally in the format of an RFC. This format is described in
RFC 1111.

Following the practice of the RFCs, submissions are acceptable in postscript format,
but we strongly encourage a submission of a matching ascii version (even if figures
must be deleted) for readers without postscript printers and for online searches.

There are differences between the RFC and Internet Draft format. The Internet Drafts
are not RFC’s and are not a numbered document series. The words “INTERNET-
DRAFT” should appear in place of “RFC XXXX” in the upper left hand corner. The
document should not refer to itself as an RFC or a Draft RFC.

The Internet Draft should not state nor imply that it is a proposed standard. To do
so conflicts with the role of the IAB, the RFC editor and the IESG. The title of the
document should not infer a status. Avoid the use of the terms Standard, Proposed,
Draft, Experimental, Historical, Required, Recommended, Elective, or Restricted in
the title of the draft. These are common words in the “Status of the Memo” section
and may cause confusion if placed in the title.

The document should have an abstract section, containing a two-to-three paragraph
description suitable for referencing, archiving, and announcing the document. The
abstract should follow the “Status of this Memo” section. If the draft becomes an
RFC, the Status of the Memo section will be filled in by the RFC editor with a status
assigned by the IAB. As an Internet Draft, that section should contain a statement
approximating one of the following statements:



18 CHAPTER 1. IETF OVERVIEW

1. This draft document will be submitted to the RFC editor as a standards doc-
ument. Distribution of this memo is unlimited. Please send comments to

............................

2. This draft document will be submitted to the RFC editor as an informational
document. Distribution of this memo is unlimited. Please send comments to

............................

If the draft is lengthy, please include on the second page a table of contents to make
the document easier to reference.
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1.3 IETF Working Group Summary (by Area)

Applications
Russ Hobby
rdhobbyQucdavis.edu

Distributed Scheduling Protocol (chronos)
Chair(s): Paul Lindner
WG mail: chronos@boombox.micro.umn.edu
To Join: chronos-request@boombox.micro.umn.edu
Status:  new

Internet Mail Extensions (smtpext)
Chair(s): Gregory Vaudreuil
WG mail: ietf-smtp@dimacs.rutgers.edu
To Join: ietf-smtp-request@dimacs.rutgers. edu
Status:  new

Distributed File Systems (dfs)
Chair(s): Peter Honeyman honeyQciti.umich.edu
WG mail: dfs-wgQciti.umich.edu
To Join: dfs-wg-request@citi.umich.edu
Status:  continuing

Domain Name System (dns)
Chair(s): Michael Reilly reilly@nsl.dec.com
WG mail: namedroppers@nic.ddn.mil
To Join: namedropped-request@nic .ddn.mil
Status:  continuing

Network Fax (netfax)
Chair(s): Mark Needleman mhn@stubbs.ucop.edu
WG mail: netfax@stubbs.ucop.edu
To Join: netfax-request@stubbs.ucop.edu
Status:  continuing
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Network Printing Protocol (npp)
Chair(s): Glenn Trewitt trewitt@nsl.pa.dec.com
WG mail: print-wg@pluto.dss.com
To Join: print-wg-request@pluto.dss.com
Status:  continuing

TELNET (telnet)
Chair(s): Dave Borman dabQcray.com
WG mail: telnet-ietf@cray.com
To Join: telnet-ietf-request@cray.com
Status:  continuing

Internet Draft: “Telnet Encryption Option”, 04/01/1990, Dave Borman
<draft-ietf-telnet-encryption-00.txt>

Internet Draft: “Telnet Data Compression Option”, 04/30/1990, Dave
Borman <draft-iet{-telnet-compression-00.txt>

Internet Draft: “Telnet Environment Option”, 08 /08/1990, Dave Borman
<draft-ietf-telnet-environment-01.txt>

Internet Draft: “Telnet Authentication Option”, 08/08 /1990, Dave Bor-
man <draft-ietf-telnet-authentication-01.txt>
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Internet Services
Noel Chiappa
jnc@ptt.lcs.mit.edu

Multi-Media Bridging (mmb)
Chair(s): Jeffrey Fitzgerald jjfefibercom.com
WG mail: mmbwg@fibercom.com
To Join: mmbwg-request@fibercom.com
Status:  new

Connection IP (cip)
Chair(s): Claudio Topolcic topolcic@bbn.com
WG mail: cip@bbn.com
To Join: cip-request@bbn.com
Status:  continuing

Dynamic Host Configuration (dhc)
Chair(s): Ralph Droms droms@bucknell.edu
WG mail: host-conf@sol.bucknell.edu
To Join: host-conf-request@sol.bucknell.edu
Status:  continuing

IP over Appletalk (appleip)
Chair(s): John Veizades veizades@apple.com
WG mail: apple-ip@apple.com
To Join: apple-ip-requestQapple.com
Status:  continuing

Internet Draft: “AppleTalk MIB”,02/11/1991, Steven Waldbusser <draft-
ietf-appleip-applemib-00.txt>

IP over FDDI (fddi)
Chair(s): Dave Katz dkatzOmerit.edu
WG mail: FDDIQmerit.edu
To Join: FDDI-request@merit.edu
Status:  continuing

21
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Point-to-Point Protocol Extentions (pppext)
Chair(s): Stev Knowles stev@ftp.com
WG mail: ietf-pppQucdavis.edu
To Join: ietf-ppp-request@ucdavis.edu
Status:  continuing

Internet Draft: “Point to Point Protocol Extensions for Bridging”, 09/28/1990,
Fred Baker <draft-ietf-pppext-bridging-01.txt>

Router Discovery (rdisc)
Chair(s): Steve Deering deering@xerox.com
WG mail: gw-discovery@gregorio.stanford.edu
To Join: gw-discovery-requestQgregorio.stanford.edu
Status:  continuing

Router Requirements (rreq)
Chair(s): James Forster forster@cisco.con
Philip Almquist almquist@jessica.stanford.edu
WG mail: ietf-rreq@Jessica.Stanford.edu
To Join: ietf-rreq-request@Jessica.Stanford.edu
Status:  continuing

Internet Draft: “Requirements for Internet IP Routers”, 09/17/1990,
Philip Almquist <draft-ietf-rreq-iprouters-00.txt>

Special Host Requirements (shr)
Chair(s): Bob Stewart rlstewartQeng.xyplex.con
WG mail: ietf-hosts@nnsc.nsf.net
To Join: ietf-hosts-request@nnsc.nsf.net
Status:  continuing
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Network Management
J.R. Davin
jrdQptt.lcs.mit.edu

Remote LAN Monitoring (rlanmib)
Chair(s): Mike Erlinger mikeCmti.com
WG mail: rlanmib@mti.com
To Join: rlanmib-request@mti.com
Status:  new

Bridge MIB (bridge)
Chair(s): Fred Baker fbakerQ@acc.com
WG mail: bridge-mib@nsl.dec.com
To Join: bridge-mib-request@nsl.dec.com
Status:  continuing

Internet Draft: “Definitions of Managed Objects for Bridges”, , E. Decker,
P. Langille,, A. Rijsinghani, K. McCloghrie <draft-ietf-bridge-definitions-
00.txt>

Character MIB (charmib)
Chair(s): Bob Stewart rlstewart@eng.xyplex.com
WG mail: char-mib@decwrl.dec.com
To Join: char-mib-request@decwrl.dec.com
Status:  continuing

Internet Draft: “Definitions of Managed Objects for RS-232-like Hardware
Devices”, 11/26/1990, Bob Stewart <draft-ietf-charmib-rs232like-01.txt>

Internet Draft: “Definitions of Managed Objects for Parallel-printer-like
Hardware Devices”, 11/26/1990, Bob Stewart <draft-ietf-charmib-parallelprinter-
0l.txt>

Internet Draft: “Definitions of Managed Objects for Character Stream
Devices”, 11/26/1990, Bob Stewart <draft-ietf-charmib-charmib-01.txt>



24

CHAPTER 1. IETF OVERVIEW

DECnet Phase IV MIB (decnetiv)

Chair(s): Jonathan Saperia saperia@Qtcpjon.enet.dec.com
WG mail: phiv-mib@jove.pa.dec.com

To Join: phiv-mib-request@jove.pa.dec.com

Status:  continuing

FDDI MIB (fddimib)

Chair(s): Jeffrey Case case@cs.utk.edu
WG mail: £ddi-mib@CS.UTK.EDU

To Join: fddi-mib-request@CS.UTK.EDU

Status:  continuing

Internet Accounting (acct)

Chair(s): Cyndi Mills cmills@bbn.com
WG mail: accounting-wg@bbn.com

To Join: accounting-wg-request@bbn.com
Status:  continuing

LAN Manager (lanman)

Chair(s): David Perkins dave_perkins@3com.com
WG mail: lanmanwg@cnd.hp.com

To Join: lanmanwg-request@cnd.hp.com

Status:  continuing

Internet Draft: “Management Information Base for LAN Manager Man-
agement”, 06/30/1990, Jim Greuel, Amatzia BenArtzi <draft-ietf-lanman-
mib-00.txt>

Internet Draft: “Management Information Base for LAN Manager Alerts”,
06/30/1990, Jim Greuel, Amatzia BenArtzi <draft-ietf-lanman-alerts-00.txt>

Management Services Interface (msi)

Chair(s): Oscar Newkerk newkerk@decwet .enet .dec.com
Sudhanshu Verma vermaChpindbu.cup.hp.com

WG mail: msiwg@decwrl.dec.com

To Join: msiwg-request@decwrl.dec.com

Status:  continuing

Internet Draft: “Management Services Application Programming Inter-
face”, 07/13/1990, Oscar Newkerk <draft-ietf-msi-api-03.txt and ps>
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OSI Internet Management (oim)
Chair(s): Lee LaBarre cel@mbunix.mitre.org
Brian Handspicker bd@vines.enet.dec.com
WG mail: oim@mbunix.mitre.org
To Join: oim-request@mbunix.mitre.org
Status:  continuing

Internet Draft: “OSI Internet Management: Management Information
Base”, 08/17/1990, Lee LaBarre <draft-ietf-oim-mib2-02.txt >

Simple Network Management Protocol (snmp)
Chair(s): Marshall Rose mrose@psi.com
WG mail: snmp-wg@nisc.nyser.net
To Join: snmp-wg-request@nisc.nyser.net
Status:  continuing

Internet Draft: “Comments on SNMP Proxy via Use of the @ sign in an
SNMP Community”, , Jeff Case, et. al. <draft-ietf-snmp-proxycomments-
00.txt>

Internet Draft: “Management Information Base for Network Management
of TCP/IP-based Internets: MIB-II”, 12/27/1989, Marshall Rose, Keith
McCloghrie <draft-ietf-snmp-mib2-04.txt>

Internet Draft: “Definitions of Managed Objects for the DS1 Interface
Type”, 04/23/1990, C Kolb, Fred Baker <draft-ietf-snmp-t1mib-07.txt>

Internet Draft: “SNMP Over IPX”, 08/27/1990, Raymond Wormley <draft-
ietf-snmp-snmpoveripx-00.txt>

Internet Draft: “Towards Concise MIB Definitions”, 09/05/1990, Mar-
shall Rose, Keith McCloghrie <draft-ietf-snmp-mibdefinitions-03.txt>

Internet Draft: “A Convention for Defining Traps for use with the SNMP?,
09/05/1990, Marshall Rose <draft-ietf-snmp-traps-03.txt>

Internet Draft: “Extensions to the Generic-Interface MIB”, 09/12/1990,
Keith McCloghrie <draft-ietf-snmp-interfacemibext-01.txt>
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Internet Draft: “IEEE 802.4 Token Bus MIB”, 09/26/1990, Keith Mc-
Cloghrie, Richard Fox <draft-ietf-snmp-tokenbusmib-01.txt>

Internet Draft: “IEEE 802.5 Token Ring MIB”, 09/26/1990, Keith Mc-
Cloghrie, Richard Fox, Eric Decker <draft-ietf-snmp-tokenringmib-02.txt>

Internet Draft: “Definitions of Managed Objects for the Ethernet-like
Interface Types”, 09/26/1990, John Cook <draft-ietf-snmp-ethernetmib-
03.txt>

Internet Draft: “Use of the Community String for SNMP Proxys”, 10/05 /1990,
Richard Fox <draft-ietf-snmp-proxys-01.txt>

Internet Draft: “Definitions of Managed Objects for the DS3 Interface
Type”, 10/11/1990, Tracy Cox, Kaj Tesink <draft-ietf-snmp-ds3interface-
04.txt>

Internet Draft: “Definitions of Managed Objects for the SIP Interface
Type”, 11/07/1990, Kaj Tesink <draft-ietf-snmp-smdsipmib-00.txt>
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OSI Integration
Ross Callon
callon@bigfut.enet.dec.com
Rob Hagens

hagens@cs.wisc.edu

Office Document Architecture (oda)
Chair(s): Peter Kirstein kirstein@cs.ucl.ac.uk
WG mail: ietf-osi-oda@cs.ucl.ac.uk
To Join: ietf-osi-oda-request@cs.ucl.ac.uk
Status:  new

X.400 Operations (x4000ps)
Chair(s): Alf Hansen
WG mail: ietf-osi-x400ops@pilot.cs.wisc.edu
To Join: ietf-osi-x400ops-request@pilot.cs. wisc.edu
Status: new

Assignment of OSI NSAP Addresses (osinsap)
Chair(s): Richard Colella colella@Qosi.ncsl.nist.gov
WG mail: ietf-osi-nsap@osi3.ncsl.nist.gov
To Join: ietf-osi-nsap-request@osi3.ncsl.nist.gov
Status:  continuing

Internet Draft: “OSI NSAP Address Format For Use In The Internet”,
07/10/1990, R Colella, R Callon <draft-ietf-osinsap-format-01.txt, .ps>

OSI Directory Services (osids)
Chair(s): Steve Kille S.Kille@cs.ucl.ac.uk
WG mail: ietf-osi-ds@cs.ucl.ac.uk
To Join: ietf-osi-ds-request@cs.ucl.ac.uk
Status:  continuing

Internet Draft: “X.500 and Domains”, 01/31/1990, S.E. Kille <draft-ucl-
kille-x500domains-02.txt, ps>

27
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Internet Draft: “A String Encoding of Presentation Address”, 01/31/1990,
S.E. Kille <draft-ucl-kille-presentationaddress-02.txt, ps>

Interﬁet Draft: “An Interim Approach to use of Network Addresses”,
01/31/1990, S. Kille <draft-ucl-kille-networkaddresses-02.txt, ps>

Internet Draft: “The COSINE and Internet X.500 N aming Architecture”,
11/26/1990, P. Barker, S. Kille <draft-ietf-osids-cosinex500-02.txt>

Internet Draft: “Replication to provide an Internet Directory using X.500”,
11/26/1990, S. Kille <draft-ietf-osids-replsoln-01.txt, ps>

Internet Draft: “Using the OSI Directory to achieve User Friendly Nam-
ing”, 11/26/1990, S. Kille <draft-ietf—osids-friendly_naming-01.txt, .ps>

Internet Draft: “Replication Requirement to Provide an Internet Dj-
rectory Using X.500”, 11/26/1990, S. Kille <draft-ietf-osids-replication-
01.txt, .ps>

OSI General (osigen)

Chair(s):

WG mail:
To Join:
Status:

Robert Hagens hagens@cs.wisc.edu

Ross Callon callon@bigfut.enet.dec.con
ietf-osiQcs.wisc.edu
ietf-osi-request@cs.wisc.edu

continuing

OSI X.400 (0six400)

Chair(s):
WG mail:
To Join:
Status:

Rob Hagens hagens@cs.wisc.edu
ietf-0si-x400Qcs.wisc.edu
ietf-0si-x400-request@cs.wisc.edu
continuing
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Operational Requirements
Phill Gross (Interim)

pgross@nri.reston.va.us

DDN Interconnectivity (ddniwg)

Chair(s): Kathleen Huber khuber@bbn.com
WG mail:

To Join:

Status:  new

Operational Statistics (opstat)
Chair(s): Bernhard Stockman boss@sunet.se

Phillip Gross pgross@nri.reston.va.us
WG mail:
To Join:
Status:  new

Benchmarking Methodology (bmwg)
Chair(s): Scott Bradner sob@harvard.edu
WG mail: bmwg@harvisr.harvard.edu
To Join: bmwg-requestCharvisr.harvard.edu

Status:  continuing

Internet Draft: “Benchmarking Terminology for Network Interconnection
Devices”, 07/13/1990, Scott Bradner <draft-ietf-bmwg-terms-01.txt>

Network Joint Management (njm)
Chair(s): Gene Hastings hastings@psc.edu
WG mail: njm@merit.edu
To Join: njm-request@merit.edu
Status:  continuing

Topology Engineering (tewg)
Chair(s): Not Yet Filled
WG mail: tewg@devvax.tn.cornell.edu
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To Join: tewg-request@devvax.tn.cornell.edu
Status:  continuing

User Connectivity (ucp)
Chair(s): Dan Long long@bbn. com
WG mail: ucp@nic.near.net
To Join: ucp-request@nic.near.net
Status:  continuing

Internet Draft: “FYI on an Internet Trouble Ticket Tracking System for
addressing Internet User Connectivity Problems”, 02/11 /1991, M. Mathis,
D. Long <draft-ietf-ucp-connectivity-00.txt>
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Routing
Bob Hinden
hinden@bbn.com

Border Gateway Protocol (bgp)
Chair(s): Yakov Rekhter yakov@ibm.com
WG mail: iwg@rice.edu
To Join: iwg-request@rice.edu
Status:  continuing

Internet Draft: “Experimental Definitions of Managed Objects for the
Border Gateway Protocol (Version 2)”, 07/17/1990, Steven Willis, John
Burruss <draft-ietf-iwg-bgp-mib-01.txt>

Internet Draft: “A Border Gateway Protocol 3 (BGP-3)”, 01/25/1991,
Yachov Rekhter, Kirk Lougheed <draft-ietf-bgp-bgp3-00.txt>

IP over Large Public Data Networks (iplpdn)
Chair(s): George Clapp meritec!clappQuunet.uu.net
WG mail: iplpdn@nri.reston.va.us
To Join: iplpdn-request@nri.reston.va.us
Status:  continuing

ISIS for IP Internets (isis)
Chair(s): Ross Callon callon@bigfut.enet.dec.com
WG mail: isis@merit.edu
To Join: isis-request@merit.edu
Status:  continuing

Inter-Domain Policy Routing (idpr)
Chair(s): Martha Steenstrup ~ msteenst@bbn.com
WG mail: idpr-wg@bbn.com
To Join: idpr-wg-request@bbn.com
Status:  continuing

Internet Draft: “An Architecture for Inter-Domain Policy Routing”, 02 /20/1990,
Marianne Lepp, Martha Steenstrup <draft-ietf-orwg-architecture-01.ps>
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Multicast Extentions to OSPF (mospf)
Chair(s): Steve Deering deering@xerox.com
WG mail: mospf@devvax.tn.cornell.edu
To Join: mospf-request@devvax.tn.cornell.edu
Status:  continuing

Open Shortest Path First IGP (ospf)
Chair(s): Mike Petry
John Moy jmoy@proteon.com
WG mail: ospfigp@trantor.umd.edu
To Join: ospfigp-request@trantor.umd.edu
Status:  continuing

Internet Draft: “The OSPF Specification, Version 27, 07/24/1990, John
Moy <draft-ietf-ospf-ospf2-01.txt,.ps>
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Security
Steve Crocker
crocker@tis.com

IP Authentication (ipauth)
Chair(s): Jeffrey Schiller jis@mit.edu
WG mail: awg@bitsy.mit.edu
To Join: awg-request@bitsy.mit.edu
Status:  continuing

Internet Security Policy (spwg)
Chair(s): Richard Pethia rdpQcert.sei.cmu.edu
WG mail: spwglnri.reston.va.us
To Join: spwg-request@nri.reston.va.us
Status:  continuing

Site Security Policy Handbook (ssphwg)
Chair(s): J. Paul Holbrook ph@sei.cmu.edu
Joyce K. Reynolds ~ jkrey@isi.edu
WG mail: ssphwg@cert.sei.cmu.edu
To Join: ssphwg-request@cert.sei.cmu.edu
Status:  continuing
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User Services
Joyce Reynolds
jkrey@isi.edu

Internet User Glossary (userglos)
Chair(s): Karen Roubicek
Tracy Parker tracy@emx.utexas.edu
WG mail: usergloss@ftp.com
To Join: usergloss-request@ftp.con
Status:  new

NOC-Tool Catalogue Revisions (noctool2)
Chair(s): Robert Enger enger@seka.scc.com
Gary Malkin gmalkin@ftp.com
WG mail: noctools@merit.edu
To Join: noctools-request@merit.edu
Status:  new

Network Information Services Infrastructure (nisi)
Chair(s): Dana Sitzler dds@merit.edu
Pat Smith Patricia_G._SmithQum.cc.umich.edu
WG mail: nisi@merit.edu
To Join: nisi-request@merit.edu
Status:  continuing

User Services (uswg)
Chair(s): Joyce K. Reynolds  jkrey@isi.edu
WG mail: us-wg@nnsc.nsf.net
To Join: us-wg-request@nnsc.nsf.net
Status:  continuing
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1.4 Current Internet Drafts

This summary sheet provides a short synopsis of each Internet Draft available within
the “Internet-Drafts” Directory at the NIC and NNSC.

«Comments on SNMP Proxy via Use of the @ sign in an SNMP Commu-
nity ”, Jeff Case, et. al,, 10/20/1990 <draft-ietf-snmp-proxycomments-
00.txt>

This memo presents technical criticisms of introducing programmatically
interpreted structure into the SNMP community string, as proposed in the
Internet Draft entitled ” Use of the Community String for SNMP Proxys”.

“Definitions of Managed Objects for Bridges ”, E. Decker, P. Langille,,
A. Rijsinghani, K. McCloghrie, 02/20/1991 <draft-ietf-bridge-definitions-
00.txt>

This memo defines the objects for managing 802.1(d) bridges using SNMP.
Provisions are made for Transparent, Source Routing, and SRT Bridges.

«An Approach to CO/CL Interworking — Part IV: The Long-Term — Con-
ventions for Network-Layer Relays and Transport-Service Bridges in the
presence of Internetworking ”, CO/CL Workshop, C. Huitema, <draft-
ccirn-cocl-doc4-00.txt>

The long-term approach outlined in [1] is based on the use of transport-
layer relays known as transport service bridges, or TS-bridges. Further,
the long-term approach also assumes that knowledge of the TS-bridges
‘s hidden from the end-systems. The companion memo [2] identifies the
short-term approach towards TS-bridges; and the companion memo [3]
identifies and proposes incremental advancements necessary to promote
a homogeneous network service. The purpose of this memo is three-fold:
first, to identify the infrastructure which is expected to exist in the long-
term; second, to describe the use of NL-relays in such an environment.
and, third, to describe the use of TS-bridges inenvironment. and, third,
to describe the use of TS-bridges in such an environment.

“abc 7, , <->

«Assignment/Reservation of Internet Network Numbers for the PDN-
Cluster ”, C. Rokitansky, 06/01/1989 <draft-ietf-pdn-pdnclusternetassignm-
00.txt>

This document contains a proposal for the reservation of Internet network
aumbers for the PDN-cluster and the assignment of these PDN-cluster
networks to all national X.25 public data networks (DNICs), which are
worldwide already in operation.
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“Application of the Cluster Addressing Scheme to X.25 Public Data Net-
works ”, Carl-Herbert Rokitansky, 08/01/1989 <draft-ietf-pdn-pdncluster-
00.txt>

In this document, the application of the Internet cluster addressing scheme
to the international system of X.25 Public Data Networks is discussed
and a new concept of hierarchical VAN-gateway algorithms for worldwide
network reachability information exchange is proposed.

“The Authentication of Internet Datagrams ”, Jeff Schiller, 08/01/1989
<draft-ietf-auth-ipauthoption-00.txt>

This draft RFC describes a protocol and IP option to allow two commu-
nicating Internet hosts to authenticate datagrams that travel from one to
the other. This authentication is limited to source, destination IP address
pair. It is up to host-based mechanisms to provide authentication between
separate processes running on the same IP host. The protocol will provide
for “authentication” of the datagram, not concealment from third party
observers. By authentication, I mean that an IP host receiving a data-
gram claiming to be from some other IP host will be able (if both hosts
are set up to authenticate datagrams between each other) to determine if
in fact the datagram is from the host claimed, and that it has not been
altered in transit.

“Internet Cluster Addressing Scheme ”, Carl-Herbert Rokitansky, 11/01/1989
<draft-ietf-pdn-clusterscheme-00.txt>

In this document, the application of the Internet cluster addressing scheme
to the international system of X.25 Public Data Networks is discussed
and a new concept of hierarchical VAN-gateway algorithms for worldwide
network reachability information exchange is proposed.

“OSI Connectionless Transport Services on top of the UDP: Version 1 ”,
C. Shue, W. Haggerty, K. Dobbins, , 11/01/1989 <draft-osf-shue-osiudp-
00.txt>

This draft proposes a method for offering the OSI connectionless transport
service (CLTS) in TCP/IP-based Internets by defining a mapping of the
CLTS onto the User Datagram Protocol (UDP). If this draft becomes a
standard, hosts on the Internet that choose to implement OSI connection-
less transport services on top of the UDP would be expected to adopt and
implement the methods specified in this draft. UDP port 102 is reserved
for hosts which implement this draft.

“Management Information Base for Network Management of TCP/IP-
based Internets: MIB-II ”, Marshall Rose, Keith McCloghrie, 12/16/1990
<draft-ietf-snmp-mib2-04.txt>
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This memo defines the second version of the Management Information
Base (MIB-II) for use with network management protocols in TCP/IP-
based internets. In particular with its companion memos which describe
the structure of management protocol (RFC 1157) for TCP /IP-based in-
ternets, these documents provide a simple, workable architecture and sys-
tem for managing TCP/IP-based internets and in particular the Internet
community. A version of this document has been published as RFC 1158.
AFter review, this document will be submitted as a Draft Standard.

«IP Routing Between U.S. Government Agency Backbones and Other
Networks ”, Scott Brim, 01/01/1990 <draft-fricc-brim-BackboneRouting-
01.txt>

This is an overview of how the agency backbones route IP (Internet Pro-
tocol) packets at this time, with any generalizations that can be made and
statements of their differences. Also included are this is an overview of
how the agency backbones route IP (Internet recommendations from the
agency backbones about how other networks that connect to them can
best set up their inter-administration routing.

“Implementation Agreements for Transport Service Bridges ”, M.T. Rose,
01/01/1990 <draft-ietf-rose-tsbridge-00.txt>

This draft reports implementation experience when building transport
service bridges for OSI applications.

«An Interim Approach to use of Network Addresses ”, S. Kille, 01/14/1991
<draft-ucl-kille-networkaddresses-02.txt, ps>

This note is a proposal for mechanisms to utilize Network Addresses. The
OSI Directory specifies an encoding of Presentation Address, which uti-
lizes OSI Network Addresses as defined in the OSI Network Layer Stan-
dards. The OSI Directory, and any OSI application utilizing the OSI
Directory must be able to deal with these Network Addresses. Currently,
most environments cannot cope with them. It is not reasonable or desir-
able for groups wishing to investigate and use OSI Applications in con-
junction with with the OSI Directory to have to wait for the lower layers
to sort out.

«A String Encoding of Presentation Address ”, S.E. Kille, 01/16/1991
<draft-ucl-kille-presentationaddress-02.txt, ps>

There are a number of Environments where a simple string encoding of
Presentation address is desirable. This specification defines such a repre-
sentation.
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“X.500 and Domains ”, S.E. Kille, 02/11/1991 <draft-ucl-kille-x500domains-
02.txt, ps>

This draft document considers X.500 in relation to Internet /UK Domains.
A basic model of X.500 providing a higher level and more descriptive nam-
ing structure is emphasized. In addition, a mapping of domains onto X.500
is proposed, which gives a range of new management and user facilities
over and above those currently available. This specification proposes an
experimental new mechanism to access and manage domain information
on the Internet and in the UK Academic Community.

“An Architecture for Inter-Domain Policy Routing ”, Marianne Lepp,
Martha Steenstrup, 02/20/1990 <draft-ietf-orwg-architecture-01.ps>

We present an architecture for policy routing among administrativedo-
mains within the Internet. The objective of inter-domain policy routing
is to synthesize and maintain routes between source anddestination admin-
istrative domains, providing user traffic with the requested service within
the constraints stipulated by the administrative domains transited. The
architecture is designed to accommodate an Internet with tens of thou-
sands of administrative domains.

“Managing Asynchronously Generated Alerts ”?, Louis Steinberg, 03/28/1990
ging g
<draft-ietf-alertman-asyncalertman-02.txt>

This draft defines mechanisms to prevent a remotely managed entity from
burdening a manager or network with an unexpected amount of network
management information, and to ensure delivery of “important” informa-
tion. The focus is on controlling the flow of asynchronously generated
information, and not how the information is generated. Mechanisms for
generating and controlling the generation of asynchronous information
may involve protocol specific issues. There are two understood mecha-
nisms for transferring network management information from a managed
entity to a manager; request-response driven polling, and the unsolicited
sending of “alerts”. Alerts are defined as any management information
delivered to a manager that is not the result of a specific query. Advan-
tages and disadvantages exist within each method. This draft discusses
these in detail.

“Telnet Encryption Option ”, Dave Borman, 04 /01/1990 <draft-ietf-telnet-
encryption-00.txt>

“Definitions of Managed Objects for the DS1 Interface Type ”, C Kolb,
Fred Baker, 12/16/1990 <draft-ietf-snmp-t1mib-07.txt>
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This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines objects for managing DS1 Inter-
face objects. Note to implementors: a companion document describes DS3
Managed Objects; implementors looking at this one should also reference
that.

“Telnet Data Compression Option ”, Dave Borman, 04/30/1990 <draft-
ietf-telnet-compression-00.txt>

«“Working Implementation Agreements On Network Management Func-
tions, Services and Protocols ”, Robert Aronoff, 05/24/1990 <draft-nist-
nmsig-implagreements-00.txt>

This is the Working Document of the Network Management Special Inter-
est Group (NMSIG) of the OSI Implementors Workshop (OIW). The OSI
Internet Management (OIM) Working Group agreements on CMIS/CMIP
reference this document.

«Management Information Base for LAN Manager Management ”, Jim
Greuel, Amatzia BenArtzi, 06/30/1990 <draft-ietf-lanman-mib-00.txt>

This memo provides a Management Information Base (MIB) for manage-
ment of LAN Manager nodes with TCP/IP-based network management
protocols. Together with documents describing the structure of man-
agement information (RFC 1155) and thee Simple Network Management
Protocol (RFC 1157) this document provides a specification for managing
LAN Manager nodes in a TCP/IP environment.

“Management Information Base for LAN Manager Alerts ”, Jim Greuel,
Amatzia BenArtzi, 06/30/1990 <draft-ietf-lanman-alerts-00.txt>

This memo is a product of the IETF Lan Manager MIB Working Group.
It defines management objects to support the translation of LAN Man-
ager alerts to SNMP traps. It is a companion document to Management
Information Base for LAN Manager Management, which defines a base
set ofmanagement objects for LAN Manager.

«Authentication and Privacy in the SNMP ”, James Galvin, Keith Mc-
Cloghrie, James Davin, , 07/05/1990 <draft-ietf-snmpauth-authsnmp-02.txt>

The Simple Network Management Protocol (SNMP) specification allows
for the authentication of network management operations by a variety of
authentication algorithms. This memo specifies alternatives to the triv-
ial authentication algorithm. It also describes an abstract Authentication
Service Interface (ASI) by which SNMP-based management applications
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or agents may—in a convenient and uniform way-benefit from the algo-
rithms described here and a wide range of others. The terms of the ASI
are used to describe three distinct algorithms, including one with support
for privacy.

“Experimental Definitions of Managed Objects for Administration of SNMP
Communities ”, Keith McCloghrie, James Davin, James Galvin, , 07/05/1990
<draft-ietf-snmpauth-manageobject-02.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /1P-
based internets. In particular, it describes a representation of the authen-
tication communities defined in the companion memo: Authentication
and Privacy in the SNMP as objects in the Internet Standard MIB. These
definitions are consistent with the administrative strategies set forth in
the companion memo: Administration of SNMP Communities.

“Administration of SNMP Communities ”, James Davin, James Galvin,
Keith McCloghrie, , 07/05/1990 <draft-ietf-snmpauth-communities-01.txt>

Simple Network Management Protocol (SNMP) specification allows for
the authentication of management operations by a variety of authenti-
cation algorithms. This memo defines two strategies for administering
SNMP communities based upon either the SNMP authentication algo-
rithm or the SNMP authentication and privacy algorithm. Insofar as the
administration of SNMP communities based upon the trivial authentica-
tion algorithm may be realized by straightforward application of familiar
network management techniques, administration of such communities is
not directly addressed in this memo.

“Gateway Congestion Control Policies », A.J. Mankin, K.K. Ramakrish-
nan, 07/06/1990 <draft-ietf-pcc-gwecc-01.txt>

The growth of network intensive Internet applications has made gateway
congestion control a high priority. The IETF Performance and Congestion
Control Working Group surveyed and reviewed gateway congestion control
and avoidance approaches in a series of meetings during 1988 and 1989.
The purpose of this paper is to present ourreview of the congestion control
approaches, as a way of encouraging new discussion and experimentation.
Included in the survey are Source Quench, Random Drop, Congestion
Indication (DEC Bit), and Fair Queueing. The task remains for Internet
implementors to determine and agree on the most effective mechanisms
for controlling gateway congestion.

“OSI NSAP Address Format For Use In The Internet ”, R Colella, R
Callon, 02/13/1991 <draft-ietf-osinsap-format-01.txt, .ps>
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The Internet is moving towards a multi-protocol environment that in-
cludes OSI. To support OSI, it is necessary to address network layer enti-
ties and network service users. The basic principles of OSI Network Layer
addressing and Network Service Access Points (NSAPs) are defined in
Addendum 2 to the OSI Network service definition. This internet draft
recommends a structure for the Domain Specific Part of NSAP addresses
for use in the Internet that is consistent with these principles.

«Benchmarking Terminology for Network Interconnection Devices 7, Scott
Bradner, 11/26/1990 <draft-ietf-bmwg-terms-01 Axt>

This memo discusses and defines a number of terms that are used in
describing performance benchmarking tests and the results of such tests.
The terms defined in this memo will be used in additional memos to
define specific benchmarking tests and the suggested format to be used in
reporting the results of each of the tests.

“Management Services Application Programming Interface ”, Oscar Newk-
erk, 12/12/1990 <draft-ietf-msi-api-03.txt and .ps>

A case against IP layer fragmentation has been made, and various methods
for avoiding it proposed. This memo revisits the effect of fragmentation
on network performance, and recounts the present methods of avoidance.
A protocol is presented which adapts to the varying circumstances en-
countered, sending large datagrams whenever possible, and reducing frag-
mentation when necessary to avoid retransmission problems. A hybrid
approach to MTU discovery, it utilizes one new IP header option and four
new ICMP messages. It is a simple mechanism that discovers path MTUs
without wasting resources and that works well before all hosts and routers
are modified.

«Experimental Definitions of Managed Objects for the Border Gateway
Protocol (Version 2) ”, Steven Willis, John Burruss, 09/21/1990 <draft-
ietf-iwg-bgp-mib-01.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines objects for managing the Border
Gateway Protocol.

“The Transmission of IP Datagrams over SMDS ”, Joe Lawrence, Dave
Piscitello, 12/12/1990 <draft-ietf-smds-ipdatagrams-03.txt>

This memo describes an initial use of IP and ARP in an SMDS envi-
ronment configured as a logical IP subnetwork, LIS. The encapsulation
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method used is described, as well as various service-specific issues. This
memo does not preclude subsequent treatment of SMDS in configurations
other than LIS; specifically, public or inter-company, inter-enterprise con-
figurations may be treated differently and will be described in future doc-
uments. This document considers only directly connected IP end-stations
or routers; issues raised by MAC level bridging are beyond the scope of
this paper.

“INTERNET OSI INTEGRATION, COEXISTENCE AND INTEROP-
ERABILITY ISSUES ”, Robert Hagens, Rebecca Nitzan, 07/24/1990
<draft-fopg-ositransition-00.txt>

The intent of this document is to provide technical descriptions of the
issues involved in the integration of the Open Systems Interconnect (OSI)
protocols into the operational networks which interconnect and comprise
the “Internet”. The issues raised and solutions discussed are a result
of the Federal Networking Council (FNC) OSI Planning Group (FOPG).
The membersof the FOPG represent several Federal Government agencies
such as the Department of Energy (DOE), the National Science Founda-
tion (NSF) the National Aeronautics and Space Administration (NASA),
the National Institute of Standards and Technology (NIST) under the
Department of Commerce, as well as University experts.

“The OSPF Specification, Version 2 ”, John Moy, 01/23/1991 <draft-ietf-
ospf-ospf2-01.txt,.ps>

OSPF is a link-state based routing protocol. It is designed to be run
internal to a single Autonomous System. Each OSPF router maintains an
identical database describing the Autonomous System’s topology. From
this database, a routing table is calculated by constructing a shortest-path
tree. OSPF recalculates routes quickly in the face of topological changes,
utilizing a minimum of routing protocol traffic. OSPF provides support for
equal-cost multipath. Separate routes can be calculated for each [P type
of service. An area routing capability is provided, enabling an additional
level of routing protection and a reduction in routing protocol traffic. In
addition, all routing protocol exchanges are authenticated. This memo
documents version 2 of the OSPF protocol. Version 1 was document

“X.25 Call Setup and Charging Determination Protocol (XCDP) », Carl-H
Rokitansky, 07/27/1990 <draft-ietf-pdnrout-x25call-00.txt>

Therefore, the X.25 Call Setup and Charging Determination Protocol
(XCDP)”, described in this document, has been developed, to support
global Internet connectivity via the system of X.25 Public Data Net-
works PDN (even via VAN-gateways preventing local charges), by pro-
viding a pseudo-reverse charging option, which is indicated in the Call



1.4, CURRENT INTERNET DRAFTS 43

User Data(CUD) field of the call request. In addition, information about
the source and destination address of the Internet datagram to be trans-
mitted, can also be indicated in the user data field of the call request.

«X.121 Address Resolution for IP Datagram Transmission Over X.25 Net-
works ”, Carl-Herbert Rokitansky, 07 /27/1990 <draft-ietf-pdn-xarp-01.txt>

X 121 Address Resolution is important for the routing of Internet data-
grams through the worldwide system of X.25 Public Data Networks. An
X121 Address Resolution Protocol (XARP) with several options has been
presented in this document. Depending whether the mapping between the
Internet (PDN-cluster) address of a PDN-host or VAN-gateway and its
corresponding X.121 address on the X.25 network can be solved locally, or
by another PDN-host or VAN-gateway, or even by a remote X.121 address
server, not directly connected to the X.25 network, theappropriate option
can be chosen.

«Telnet Authentication Option ”, Dave Borman, 08/08/1990 <draft-ietf-
telnet-authentication-01.txt>

«Telnet Environment Option », Dave Borman, 08/08/1990 <draft-ietf-
telnet-environment-01.txt>

«Privacy Enhancement for Internet Electronic Mail: Part IV — Certifying
Authority and Organizational Notary Services ”, Burt Kaliski, 08/14/1990
<draft-rsadsi-kaliski-privacymail-01.txt>

This document describes two services that vendors may provide in support
of Internet privacy-enhanced mail: certifying authority services on behalf
of organizations, and organizational notary services for users. It also spec-
ifies the forms for interacting with vendors providing those services. This
document is intended as a reference for vendors and for implementors of
privacy-enhanced mail software; it is not at the appropriate level for users.
The document also lists vendors.

«0OSI Internet Management: Management Information Base ”, Lee LaBarre,
08/17/1990 <draft-ietf-oim-mib2-02.txt>

This draft defines the Management Information Base (MIB) for use with
the OSI network management protocol in TCP/IP based internets. It
formats the Management Information Base (MIB-II) in OSI templates
and adds variables necessary for use with the OSI management protocol.

« Asynchronous Discovery of an Effective Maximum Transmission Unit for
IP Datagram Delivery [MTU Discovery] ”, James Sawyer, 08/17/1990
<draft-csc-sawyer-mtudisc-00.txt>
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A case against IP layer fragmentation has been made, and various methods
for avoiding it proposed. This memo revisits the effect of fragmentation
on network performance, and recounts the present methods of avoidance.
A protocol is presented which adapts to the varying circumstances en-
countered, sending large datagrams whenever possible, and reducing frag-
mentation when necessary to avoid retransmission problems. A hybrid
approach to MTU discovery, it utilizes one new IP header option and
four new ICMP messages. It is a simple mechanism that discovers path
MTUswithout wasting resources and that works well before all hosts and
routers are modified.

“SNMP Over IPX ”, Raymond Wormley, 08/27/1990 <draft-ietf-snmp-
snmpoveripx-00.txt>

The SNMP protocol has been specified as the official network management
protocol of the Internet. Its widespread acceptance and implementation
by developers, both inside and outside the Internet community, is fos-
tering synergetic growth to a variety of protocols and platforms. This
memo addresses the use of SNMP over Novell’s proprietary IPX proto-
col. Roughly equivalent to UDP in function, IPX provides connectionless,
unacknowledged datagram service over a variety of physical media and
protocols.

“Towards Concise MIB Definitions », Marshall Rose, Keith McCloghrie,
12/16/1990 <draft-ietf-snmp-mibdefinitions-03.txt>

This memo describes a straight-forward approach toward producing con-
cise, yet descriptive, MIB modules. Use of this approach is in every way
fully consistent with the Internet-standard network management frame-
work.

“A Convention for Defining Traps for use with the SNMP ?, Marshall
Rose, 12/16/1990 <draft-ietf-snmp-traps-03.txt>

This memo describes a straight-forward approach toward defining traps
used with the SNMP. 1t is specifically intended for use by the authors of
experimental MIBs, and emphasizes a concise descriptive approach. Use
of this approach is fully consistent with the Internet-standard network
management framework.

“Experimental Definitions of Managed Objects for the Point-to-Point Pro-
tocol ”, Frank Kastenholz, 09/11/1990 <draft-ietf-ppp-pppmib-01.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network managementprotocols in TCP /1P-
based internets. In particular, it describes managed objects used for man-
aging subnetworks using the Point-to-Point Protocol.
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«Extensions to the Generic-Interface MIB ”, Keith McCloghrie, 10/15/1990
<draft-ietf-snmp-interfacemibext-01.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /1P-
based internets. In particular, it defines managed object types as experi-
mental extensions to the generic interfaces structure of MIB-II. This memo
does not specify a standard for the Internet community. However, after
experimentation, if sufficient consensus is reached in the Internet commu-
nity, then a subsequent revision of this document may be incorporated
into the Internet-standard MIB.

“Requirements for Internet IP Routers »  Philip Almquist, 09/17/1990
<draft-ietf-rreqg-iprouters-00.txt>

This draft attempts to define and discuss requirements for devices which
perform the network layer forwarding function of the Internet protocol
suite. The Internet community usually refers to such devices as "routers”.
This document is intended to provide guidance for vendors, implementors,
and purchasers of [P routers.

«]EEE 802.4 Token Bus MIB ”, Keith McCloghrie, Richard Fox, 11/20/1990
<draft-ietf-snmp-tokenbusmib-01.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines managed objects used for man-
aging subnetworks which use the IEEE 802.4 Token Bus technology.

«JEEE 802.5 Token Ring MIB ”, Keith McCloghrie, Richard Fox, Eric
Decker, , 11/20/1990 <draft-ietf-snmp-tokenringmib-02.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines managed objects used for man-
aging subnetworks which use the IEEE 802.5 Token Ring technology.

“Definitions of Managed Objects for the Ethernet-like Interface Types”,
John Cook, 01/02/1991 <draft-ietf-snmp-ethernetmib-03.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines objects for managing ethernet-like
objects.

“Point to Point Protocol Extensions for Bridging ”, Fred Baker, 12/20/1990
<draft-ietf-pppext-bridging-01.txt>



46 CHAPTER 1. IETF OVERVIEW

This document specifies an extension to the Internet Point-to-Point Pro-
tocol described in RFC 1171, targeting the use of Point-to-Point lines for
Remote Bridging.

“Use of the Community String for SNMP Proxys ”, Richard Fox, 12/31/1990
<draft-ietf-snmp-proxys-01.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP JIP-
based internets.

“Definitions of Managed Objects for the DS3 Interface Type ”, Tracy Cox,
Kaj Tesink, 12/27/1990 <draft-ietf-snmp-ds3interface-04.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP JIP-
based internets. In particular, it defines objects for managing DS3 objects.
This document is a companion document with Definitions of Managed
Objects for the DS1 Interface Type.

“Definitions of Managed Objects for the SIP Interface Type ”, Kaj Tesink,
<draft-ietf-snmp-smdsipmib-00.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /1P-
based internets. In particular, it defines objects for managing SIP (SMDS
Interface Protocol) objects.

“FTP-FTAM Gateway Specification ”, J.L. Mindel, R.L. Slaski, <draft-
slaski-ftpftam-00.txt>

This memo describes a dual protocol stack application layer gateway that
performs protocol translation, in an interactive environment, between the
FTP and FTAM file transfer protocols. Only through additional im-
plementations and fieldings will the FTP-FTAM gateway reach its op-
timal capacity as a resource during the anticipated long coexistence of the
TCP/IP and OSI protocol suites.

“Building an Internet Directory using X.500 ”, S. Kille, 01/07/1991 <draft-
ietf-osix500-directories-01.txt, ps>

The IETF has established a Working Group on OSI Directory Services. A
major component of the initial work of this group is to establish a technical
framework for establishing a Directory Service on the Internet, making
use of the X.500 protocols and services. This document summarises the
strategy established by the working group, and describes a number of
RFCs which will be written in order to establish the technical framework.
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«The COSINE and Internet X.500 Naming Architecture ”, P. Barker, S.
Kille, 01/15/1991 <draft-ietf-osids-cosinex500-02.txt>

The IETF has established a Working Group on OSI Directory Services. A
major component of the initial work of this group is to establish a technical
framework for establishing a Directory Service onthe Internet, making
use of the X.500 protocols and services. This document summarises the
strategy established by the working group, and describes a number of
RFCs which will be written in order to establish the technical framework.

“Definitions of Managed Objects for RS-232-like Hardware Devices ”, Bob
Stewart, 01/02/1991 <draft-ietf-charmib-rs232like-01.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines objects for managing RS-232-like
hardware devices.

“Replication to provide an Internet Directory using X.500 ”, S. Kille,
01/14/1991 <draft-ietf-osids-replsoln-01.txt, ps>

This document specifies a set of solutions to the problems raised in In-
ternet Draft: draft-ietf-osix500-directories-00.txt, asthey relate to build-
ing an Internet Directory described in Internet Draft: draft-ietf-osids-
internetdirectory-00.ps. These solutions are based on some work done for
the QUIPU implementation, and demonstrated to be effective in a number
of directory pilots. By documenting a de facto standard, rapid progress
can be madetowards a full-scale pilot. Transition to standard approaches
can be considered when the standards have reached appropriate maturity.

“Definitions of Managed Objects for Parallel-printer-like Hardware De-
vices ”, Bob Stewart, 01/02/1991 <draft-ietf-charmib-parallelprinter-01.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines objects for managing parallel-
printer-like hardware devices.

“Using the OSI Directory to achieve User Friendly Naming 7, S. Kille,
01/15/1991 <draft-ietf-osids-friendlynaming-01.txt, .ps>

This proposal sets out some conventions for representing names in a
friendly manner, and shows how this can be used to achieve really friendly
naming. This then leads to a specification of a standard format for rep-
resenting names, and to procedures to resolve them.



48 CHAPTER 1. IETF OVERVIEW

“Definitions of Managed Objects for Character Stream Devices ”, Bob
Stewart, 01/02/1991 <draft-ietf-charmib-charmib-01.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines objects for managing character
stream devices.

“Replication Requirement to Provide an Internet Directory Using X.500”,
S. Kille, 01/15/1991 <draft-ietf-osids-replication-01.txt, .ps>

A companion document discussed an overall framework for deploying
X.500 on the Internet [Kil90 |. This document considers certain deficien-
cies of the 1988 standard, which need to be addressed before an effective
open Internet Directory can be established. Theonly areas considered are
primary problems, to which solutions must be found before a pilot can
be deployed. This INTERNET-DRAFT concerns itself with deficiencies
which can only be addressed by use of additional protocol or procedures
for distributed operation.

“Network Time Protocol: Version 3 », Dave Mills, <draft-mills-ntpv3-
00.txt, ps>

This document describes the Network Time Protocol (NTP), specifies its
formal structure and summarizes information useful for its implementa-
tion. NTP provides the mechanisms to synchronize time and coordinate
time distribution in a large, diverse internet operating at rates from mun-
dane to lightwave. It uses a returnable-time design in which a distributed
subnet of time servers operating in a self- organizing, hierarchical-master-
slave configuration synchronizes local clocks within the subnet and to na-
tional time standards via wire or radio. The servers can also redistribute
reference time via local routing algorithms and time daemons.

“The Point-to-Point Protocol Configuration Options: Negotiation of 32-
bit FCS ”, Arthur Harvey, 12/20/1990 <draft-ietf-ppp-32bitconfig-01.txt>

This document defines a method to negotiate a 32-bit FCS Configuration
Option for PPP. The Point-to-Point Protocol (PPP) provides a method for
transmitting datagrams over serial point-to-point links. PPP is composed
of three parts:

“The Point-to-Point Protocol: LLC over PPP ”?, Arthur Harvey, 12/20/1990
<draft-ietf-ppp-lccoverppp-01.txt>

This document defines the operation of the LLC protocol over PPP. The
Point-to-Point Protocol (PPP) provides a method for transmitting data-
grams over serial point-to-point links. PPP is composed of three parts: 1)
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A method for encapsulating datagrams over serial links. 2) An extensible
Link Control Protocol (LCP). 3) A family of Network Control Protocols
(NCP) for establishing and configuring different network layer protocols.
The PPP encapsulating scheme, the basic LCP, and an NCP for control-
ling and establishing the Internet Protocol (IP) (called the IP Control
Protocol, IPCP) are defined in RFC 1171 ”The Point-to-Point Protocol
for the Transmission of Multi-Protocol Datagrams Over Point-to-Point
Links”. IEEE 802.2 Logical Link Control (LLC) protocol provides addi-
tional services beyond those available directly from the various IEEE 802
Medium Access Contro

“An Approach to CO/CL Interworking — Part I: Introduction ”, COCL
Workshop, M. Rose, <draft-ccirn-cocl-doc1-00.txt>

The OSI transport service[l] may be realized through a variety of trans-
port /network protocol combinations. Regrettably, few of the combina-
tions actually interoperate with each other. As such, even if all OSI-
capable end-systems enjoyed full-connectivity, they would not be able to
uniformly interoperate. This memo examines the problem and proposes
an approach in order to develop solutions to this problem.

«“WORKSHOP ON CO/CL INTERWORKING ”, Phill Gross, Les Clyne,
COCL Workshop, , <draft-ccirn-cocl-report-00.txt>

On July 24-26, 1990, an invited panel met at the Corporation for Na-
tional Research Initiatives in Reston Virginia to consider the issues in-
volved with interworking between protocol stacks based on Connection-
mode Network Service (CONS, or CO) and Connectionless-mode Network
Service (CLNS, or CL). The main example of a CO stack is OSI TPO
over X.25. Examples of CL protocolstacks include OSI TP4 over CLNP
and TCP over IP. The workshop was convened at the direction of RARE
and the U.S. Federal Networking Council (FNC). The meeting was orga-
nized and co-chaired by Les Clyne (UK Joint Network Team) and Phillip
Gross(Corporation for National Research Initiatives). An electronic mail-
ing list was established for use by both attendees and a wider audience of
experts. This report gives an overview and synopsis of the deliberations

“An Approach to CO/CL Interworking- Part II: The Short-Term — con-
ventions for Transport-Service Bridges in the absence of Internetworking
» COCL Workshop, M Rose, <draft-ccirn-cocl-doc2-00.txt>

The Short-term approach outlined in ” An Approach to CO/CL Interwork-
ing: Part I: Introduction” is based on the use of transport-layer relays
known as transport service bridges, or TS-bridges. Further, the short-
term approach also assumes that knowledge of the TS-bridges is present
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in the end-systems. The companion memo ”An Approach to CO/CL
Interworking—Part III: The Intermediate-Term-Provision of the CONS
over TCP and X.25 Subnetworks” identifies and proposes incremental ad-
vancements necessary to promote a homogeneous network service; and the
companion memo ”An Approach to CO/CL Interworking: —Part IV: The
Long-Term-Conventions for Network-Layer Relays and Transport-Service
Bridges in the Presence of Interworking” identifies solutions in which end-
system knowledge of transport-layer relays is avoided. The last paragraph
1s missing

“On the Assignment of Subnet Numbers ”, Paul Tsuchiya, <draft-tsuchiya-
subnetnos-00.txt>

This draft specifies a procedure for assigning subnet numbers for use by
the ARPA-Internet community. Use of this assignment technique within a
network is a purely local matter, and does not effect other networks. This
procedure for assigning subnet numbers eliminates the need to estimate
subnet size. This technique is not new, but it is also not widely known,
and even less widely implemented. With the development of new routing
protocols such as OSPF, this technique can now be taken full advantage
of. The purpose of this draft, then, is to make this technique widely
known, and to specify it exactly.

“Understanding and Using SNMP Security Services ”, James Davin, James
Galvin, Keith McCloghrie, , <draft-ietf-snmpauth-uu-00.txt, .ps>

This memo discusses SNMP security protocols insofar as it presents a
threat analysis and enumeration of goals. However, its main purpose is
to discuss two SNMP security algorithms. First, under the rubric *Un-
derstanding SNMP Security,” it describes the design of the algorithms
with an emphasis on how their various mechanisms collectively realize the
design goals and constraints; second, under the rubric ”? Using SNMP Se-
curity,” it also describes how SNMP security services are best exploited to
realize effective, secure network management in a variety of configurations
and environments.

“A Border Gateway Protocol 3 (BGP-3) ”, Yachov Rekhter, Kirk Lougheed,
01/25/1991 <draft-ietf-bgp-bgp3-00.txt>

The Border Gateway Protocol (BGP) is an inter-Autonomous System
routing protocol. It is built on experience gained with EGP as defined
in RFC 904 and EGP usage in the NSFNET Backbone as described in
RFC 1092 and RFC 1093. The primary function of a BGP speaking
system is to exchange network reachability information with other BGP
systems. This networkreachability information includes information on
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the full path of Autonomous Systems (ASs) that traffic must transit to
reach these networks. This information is sufficient to construct a graph
of AS connectivity from which routing loops may be pruned and some
policy decisions at the AS level may be enforced.

«Tunneling IPX Traffic through IP Networks ”, Don Provan, 01/25/1991
<draft-provan-ipxtunneling-00.txt>

Internet Packet eXchange protocol (IPX) is the internetwork protocol used
by Novell’s NetWare protocol suite. For the purposes of this paper, IPX
is functionally equivalent to the Internet Datagram Protocol (IDP) from
the Xerox Network Systems (XNS) protocol suite. This draft specifies a
method of encapsulating IPX datagrams within UDP packets so that IPX
traffic can travel across an IP internet. This draft allows an IPX imple-
mentation to view an IP internet as a single IPX network. An implemen-
tation of this draft will encapsulate IPX datagrams in UDP packets in
the same way any hardware implementation might encapsulate IPX data-
grams in that hardware’s frames. IPX networks can be connected thusly
accrossinternets that carry only IP traffic.

“An Approach to CO/CL Interworking — Part III: The Intermediate -
Term—Provision of the CONS over TCP and X.25 subnetworks. ?, COCL
Workshop, Christian Huitema, <draft-ccirn-cocl-doc3-00.txt>

This document outlines the intermediate-term aspects of the approach de-
scribed in ”An Approach to CO/CL Interworking — Part I: Introduction”.
This approach has been developed at the request of the FNC and RARE
communities, but may be applicable to other communities. This memo
does not explicitly specify a standard, however, it may form the basis for
policy within the FNC, RARE, or other communities. Distribution of this
memo is unlimited. Questions should be directed to the editor.

«AppleTalk MIB ”, Steven Waldbusser, <draft-ietf-appleip-applemib-00.txt>

This memo defines an experimental portion of the Management Informa-
tion Base (MIB) for use with network management protocols in TCP /IP-
based internets. In particular, it defines objects for managing AppleTalk
networks.
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Trouble Ticket which is registered with the Ticket Tracking System. The
ticket is an agreement to obtain closure withthe user. Network Service
Centers can fix problems, track the work of others, or transfer responsibil-
ity for the ticket to other Network Service Centers using a formal hand-off
procedure. Ticket hand-offs are coordinated by the Ticket Tracking Sys-
tem and ticket progress is monitored by the Ticket Support Centers. User
complaints with the problem resolution process may be lodged with a
Ticket Support Center, which will act on behalf of the user in resolving
the problem.

“Functional Specification Wishlist for a Integrated NOC Trouble Ticket
System ”, Dale S. Johnson, <draft-ietf-johnson-noc-00.txt>

This DRAFT FYI RFC describes general functions of a Trouble Ticket
system that could be designed for Network Operations Centers. The doc-
ument is being distributed to members of the Internet community in order
to stimulate discussions of new production-oriented operator-level appli-
cation tools for network operations. Hopefully, this will result both in
more ideas for improving NOC performance, and in more available tools
that incorporate those ideas. This memo does not specify a standard.
Distribution of this memo is unlimited.
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2.1 Standards Progress Report

Between the August IETF Plenary meeting at the University of British Columbia,
and the December Meeting at the University of Colorado, there have been many IETF
originating protocols published as RFC’s and beginning with this Proceedings a list
and status report will be given.

RFC1177, FY14

RFC1179

RFC1183

RFC1184

RFC1187

RFC1188

FYI on Questions and Answers - Answers to Commonly
asked “New Internet User” Questions

This RFC is the product of the User Services Working
Group.

Line Printer Daemon Protocol

This is a proposed standard protocol documenting and
extending the Berkley LPR deamon. It is the product of
the Network Printing Protocol Working Group.

New DNS RR Definitions

This experimental protocol is the product of the Domain
Name Service Working Group.

Telnet Linemode Option

This protocol was elevated to draft standard status. It is
the product of the Telnet Working Group.

Bulk Table Retrieval with the SNMP

This RFC documents an algorithm for effecient use of
the SNMP in retrieving large tables. Although it merely
documents an algorithm, it was published as an experi-
mental protocol. This is a product of the SNMP Working
Group.

A Proposed Standard for the Transmission of IP Data-
grams over FDDI Networks
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RFC1189

RFC1190

RFC1191

RFC1194
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This draft standard specifies the use of a IP over sin-
gle MAC FDDI station. It is the product of the FDDI
Working Group.

The Common Management Information Services and Pro-
tocols for the Internet

This proposed standard incorporates several substantive
changes from the previous draft standard proposal. It is
the product of the OSI Internet Management Working
Group.

Experimental Internet Stream Protocol, Version 2 (ST-
II)

This experimenatal protocol is a further advancement on
the origional stream protocol from the Connection IP
Working Group.

Path MTU Discovery

This proposed standard protocol documenting a mecha-
nism for determining the MTU of a path is the product
of the MTU Discovery Working Group.

The Finger User Information Protocol

This RFC is a rewrite and update of the origonal FIN-
GER document to better align with current practice.
This was one of the “grandfathered” protocols and was
allowed to enter the new standards process as a Draft

Standard.



2.2. MINUTES OF THE OPEN PLENARY AND IESG 87

2.2 Minutes of the Open Plenary and IESG

Protocol Actions:

The following protocols were discussed in the Open Plenary. Based on the input from
the IETF, and the originating Working Groups, the IESG has made the following
recommendations.

IP over SMDS to Proposed Standard

IP over ARCNET to Proposed Standard
Concise MIB Definitions to Proposed Standard
DS-1 MIB to Proposed Standard

DS-3 MIB to Proposed Standard

802.4 MIB to Proposed Standard

802.5 MIB to Proposed Standard

MIB II to Draft Standard
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3.1 Applications Area

Director: Russ Hobby/UC Davis
Working Groups Meeting at Boulder
Distributed File Systems

The focus of this meeting was on NFS on the Internet and the problems with NFS
working across large networks. The primary concerns are with congestion control and
authentication. The Working Group discussed whether their efforts would be heard
by the vendors. The two action items were to:

e Document NFS shortcomings.
e Request NSFNET to collect status on NFS traffic across NSFNET.

Domain Name System

This Working Group has a new Chair, Michael Reilly (DEC) and will bring the
Working Group back into a more active role. Near term goals for the group are to:

e Fix BIND to solve problems that affect the root servers.
o Write a “DNS Cookbook”.

Network Fax

The primary work that went on was to determine the type of functions desired. The
Two types of FAX functions thought to be desirable are:

1. Text to FAX conversion.
2. The transport of FAX image data.

There was also discussion of how to transport FAX images via email. Thoughts were
to use X.400 or SMTP with binary transport capabilities.

Network Printing Protocol

There were five main subjects discussed at this meeting:

1. The “Wire Protocol” to provide a TCP Connection to a printer via a serial
line is just a matter of establishing a Telnet connection to the proper port of a
terminal server.

2. RFC 1179 (LPD) was discussed and it was determined that the RFC should
specify the use of LPD today. RFC 1179 contains some changes in the protocol
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as used today. A new version will be written to reflect the actual use.

3. There was discussion of the Printer Access Protocol (PAP) on the subjects of
security, standardization of keywords, resource information and international-
ization.

4. Palladium has been set aside as a solution to the network printing problem
for now because of a lack of a standard Remote Procedure Call (RPC) for the
Internet.

PAP provides spooler to printer services. We also need user to spooler services.

LPD does this now but needs work. Is it worth fixing or should something new
be defined?

(@2

Telnet

The Environment Option and the Authentication Option were the subjects of this
meeting. The Environment Option was referred back to the Working Group from the
IAB with the comment that specific option variables should be defined before making
1t a proposed standard. The progress on the Authentication Option was defining the
negotiation of what type of authentication would be used for a Telnet session.

At the Boulder meeting there were also three Birds-of-a-Feather (BOF) sessions to
explore some current needs in the Internet and to see if Working Groups should be
created for them.

Eight Bit BOF

This group started by discussing the problems in the European community in sending
email containing eight bit characters in the light of the fact that SMTP strips the
data to seven bits. This lead to discussion of the general shortcomings of SMTP-
RFC821/RFC822. In general SMTP should be concerned with message delivery only
and RFC822 should be concerned with message format only. It was decided to create
a new Working Group, Chaired by Greg Vaudreuil (CNRI) to come up with some
short-term solutions to these problems. The Working Group will focus on three issues:

1. Write a document to change SMTP eliminating the restrictions of seven bits
and line lengths of 1000 characters, thus allowing SMTP to send binary blocks.

2. Examine and modify RFC1154 - Header Encoding to allow body parts of all
types in RFC822 messages.

3. Define body parts, in particular the TEX HEX encoding for eight bit characters.

Network Database BOF
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This group met to discuss interest in the Internet community in the standardization
of SQL databases operating over TCP/IP. SQL Access, a group of database software
vendors working toward SQL interoperability, has been contacted and discussions are
going on about joint work on such a standard. The BOF attendees agreed that since
SQL Access includes many of the vendors that would be implementing the standard
it seems appropriate to work with them. There will be continued discussion with SQL
Access as to when they want to submit their work to the open review of the IETF at
which point a Working Group may be formed to do the review.

Another subject that came up at the BOF was the need for a standard RPC for the
Internet. It was agreed that a Working Group would be appropriate to look into this.
The Area Director will coordinate efforts to get this Working Group started.

Resource Location BOF

The session was well attended and many of the needs and current methods for resource
location were discussed including the Knowbot services, developed by CNRI, and
Name Binding Protocol used by AppleTalk. The group agreed that a Working Group
should be created. Although the Chair is still to be determined, a mailing list will be
created and a Working Group Charter will be written.
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3.1.1 Distributed File Systems (dfs)
Charter

Chair(s):
Peter Honeyman, honey@citi.umich.edu

Mailing Lists:
General Discussion: dfs-wg@citi.umich.edu
To Subscribe: dfs-wg-request@citi.umich.edu

Description of Working Group:

Trans- and inter-continental distributed file systems are upon us. The
consequences to the Internet of distributed file system protocol design and
implementation decisions are sufficiently dire that we need to investigate
whether the protocols being deployed are really suitable for use on the
Internet. There’s some evidence that the opposite is true, e.g., some DFS
protocols don’t checksum their data, don’t use reasonable MTUs, don’t
offer credible authentication or authorization services, don’t attempt to
avoid congestion, etc. Accordingly, a Working Group on DFS has been
formed by the IETF. The Working Group will attempt to define guidelines
for ways that distributed file systems should make use of the network, and
to consider whether any existing distributed file systems are appropriate
candidates for Internet standardization. The Working Group will also take
a look at the various file system protocols to see whether they make data
more vulnerable. This is a problem that is especially severe for Internet
users, and a place where the IETF may wish to exert some influence, both
on vendor offerings and user expectations.

Goals and Milestones:

May 1990 Generate an RFC with guidelines that define appropriate behavior
of distributed file systems in an internet environment.
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CURRENT MEETING REPORT

Reported by Peter Honeyman/UMich
DFS Minutes

The focal point of the Working Group continues to be wide-area NFS, ie., NFS-
across-the-Internet. Particular concerns fall into two areas: congestion control and
authentication/authorization.

Regarding the former, the consensus is that real progress on congestion control for
NFS lies in the hands of vendors, not in those of Internet researchers and engineers.
Furthermore, many attendees doubt whether the Working Group can do much to
influence vendors to address problems that are long-standing and well-known.

Along these lines, the following questions were raised:

Can NFS’ congestion handling be fixed?

Could Sun fix it?

Could the IETF fix it without Sun’s cooperation?

Is it legitimate to focus solely on Sun/RPC?

Would Sun work with the IETF? Should we care?

What role does AFS play? Or the Guelph NFS on TCP?

The answers to these questions are not entirely obvious. Nevertheless, the Working
Group is proceeding to document the shortcomings in NFS/RPC/UDP as they affect
good Internet-citizenship.

The Working Group urges backbone and regional network administrators to mon-
itor the ports used by NFS (principally UDP/2049) when gathering network usage
statistics; in this way, the IETF can gauge the severity of the wide-area NFS problem.

Regarding authentication and authorization, the DFS Working Group deems it ap-
propriate to delegate such issues to the Working Groups dedicated to these areas.
The DFS Working Group will enumerate its special concerns and bring them to the
attention of the appropriate security Working Groups at the next IETF meeting.
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Attendees

Gregory Bruell gob@shiva.com

Lida Carrier lidaQapple.com

Karen Frisa karen.frisaQandrew.cmu.edu
Ken Hibbard hibbard@xylogics.com
Russell Hobby rdhobbyQucdavis.edu
Peter Honeyman honeyQciti.umich.edu
Ole Jacobsen ole@csli.stanford.edu
Stev Knowles stev@ftp.com

Carl Malamud carl@malamud.com

Tony Mason mason+Qtransarc.com
Matt Mathis mathis@pele.psc.edu
Donald Morris morris@ucar.edu

Chris Myers chris@wugate.wustl.edu
Andy Nicholson droid@cray.com

David O’Leary oleary@noc.sura.net
Mark Stein marksQeng.sun.com

John Veizades veizades@apple.com
David Waitzman djwQbbn.com

Carol Ward cward@spot.colorado.edu
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3.1.2 Distributed Scheduling Protocol (chronos)
Charter

Chair(s):
Paul Lindner,

Mailing Lists:
General Discussion: chronos@boombox.micro.umn.edu
To Subscribe: chronos-request@boombox.micro.umn.edu

Description of Working Group:

The Chronos protocol working group is chartered to define a protocol
for the management of calendars, appointments and schedules over the
internet. In defining this protocol, several questions must be addressed.
The role of the calendar administrator must be defined. Differing levels
of security need to be specified to allow maximum functionality yet still
allow privacy and flexibility. The scope of the protocol should also be
evaluated; how much burden should we put on the server, on the client?
Additionally the behavior of multiple chronos servers must be analyzed.

This protocol should be able to be developed and stabilized within 6-8
months, since there is already a draft specification to work from. The
process is subject to extension if many new features are added, or more
revision 1s needed.

Goals and Milestones:

Jan 1991 Review first draft document, determine necessary revisions. Follow
up discussion will occur on mailing list. Prototype implementations.

Feb 1991 Make document an internet draft. Continue revisions based on com-
ments received over e-mail.

Mar 1991 Spring IETF meeting. Review final draft and if OK, give to IESG
for publication as RFC. Begin implementations.

Jul 1991 Revise document based on implementations. Ask IESG to make the
revision a Draft Standard.
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3.1.3 Domain Name System (dns)

Charter

Chair(s):
Michael Reilly, reilly@nsl.dec.com

Mailing Lists:
General Discussion: namedroppers@nic.ddn.mil
To Subscribe: namedropped-request@nic.ddn.mil

Description of Working Group:

No description available

Goals and Milestones:

TBD Adding load balancing capability to the DNS.

TBD Adding DNS variables to the MIB.

TBD Implementation catalog for DNS software.

TBD Responsible Person Record.

TBD Adding network naming capability to the DNS.

TBD Evaluate short-term measures to improve, or at least describe the

security of the DNS.
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3.1.4 Internet Mail Extensions (smtpext)
Charter

Chair(s):
Gregory Vaudreuil,

Mailing Lists:
General Discussion: ietf-smtp@dimacs.rutgers.edu
To Subscribe: ietf-smtp-request@dimacs.rutgers.edu

Description of Working Group:

The SMTP extensions working group is chartered to develop extensions
to the base SMTP protocol (RFC821) and the format of Internet mail (as
defined in RFC 822).

Among the extensions to be considered to SMTP are the elimination of the
line length and 7 bit restrictions to allow the sending of arbitrary binary
information. Among the extensions to RFC 822 are the definition of spe-
cific standard body parts and encoding formats. Body parts are intended
to allow the sending of arbitrary binary files, the sending of structured
mail, and the use of alternate encoding of international character sets for
mailers that do not understand eight bit characters.

Goals and Milestones:

Mar 1991 Rewrite RFC 1154 to include specific types of body parts and en-
codings.
Mar 1991 Write a document for the sending of 8 bit character sets through 7

bit mailers with the TEX-HEX encoding scheme.

Mar 1991 Write a document specifying the elimination of line length restric-
tions and eliminating the 7 bit restrictions in SMTP.

Jul 1991 Submit the three edited documents as Internet-Drafts.

Oct 1991 Discuss distribution and deployment of mailers and user interfaces
complying with the new SMTP and Message format.
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Oct 1991 Finalize the 3 above documents. Submit a recommendation to the
IESG to forward the 3 above documents to the IAB and RFC Editor
as Proposed Internet Standards.
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CURRENT MEETING REPORT

Reported by Greg Vaudreuil/CNRI
SMTPEXT Minutes

This meeting began as a Birds of a Feather session called by Phill Gross (CNRI) to
discuss two SMTP related proposals. Jan Michael Rynning (NORDUnet) and Johnny
Eriksson (NORDUnet), participating by telephone, presented a method for transmit-
ting eight bit character sets over SMTP. A proposal for a standard List-Service syntax
for the Internet was made by Greg Vaudreuil (CNRI). The discussion broadened a
bit and resulted in the formation of a Working Group to consider enhancements to
SMTP and RFC 822 to allow for body parts.

Rynning’s and Eriksson’s proposal suggested a mechanism to transmit 8 bit character
sets through SMTP. The proposal consisted of:

e Eliminating the 7bit restriction in SMTP, and in cases where 8 bit SMTP is not
implemented,

e Proposing a 7 bit encoding for non-8 bit systems called TEX-HEX. TEX-HEX
is a mixture of plain ASCII TEXT and HEX encoded characters.

The group found the proposal interesting, but primarily as a starting point for a re-
examination of several SMTP issues. There was a consensus that the group should
work to eliminate the 7 bit and 1000 character per line restrictions in SMTP. This will
allow easier sending of binary files. Tom Kessler (SUN) convinced the group that there
were only minor code changes required for sendmail to accept 8 bit ASCIIL Kessler
further volunteered to author a document describing the changes to the SMTP pro-
tocol. A command “EBIT” was proposed in the document by Rynning and Eriksson
to identify new mailers. The group agreed that this extension should be considered
for SMTP. An alternate HELO command could be defined to query a mailer for 8 bit
compatibility, such as HELOS.

The Working Group looked at RFC 1154 for defining encodings of specific body parts.
Some felt that the document has short-comings in not differentiating between content
and the encoding scheme. Greg Vaudreuil took an action to contact the author to
inquire about the state of that document. The Working Group felt that establishing
body parts for 822 mail would be a good thing. An outstanding issue remained
concerning the interaction between the various encoding schemes as the 7 or 8 bit
transmission systems.

Rynning and Eriksson took an action to re-write their proposal for TEX-HEX as a
specific encoding and body part to be used with the encoding document.
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John Veizades (Apple) stopped in to brief the group about Unicos, a universal text
encoding scheme developed at Zerox and Apple. This scheme used two octets to
represent all known characters.

Chris Myers (WashU) explained the list service offered by Washington University,
and explained many of the features of Bitnet’s ListServ. Myers took an action to
distribute the listserv document to those in the group who had an interest. The
group did not come to a consensus on whether to pursue this topic at this time.

Actions

Kessler

Vaudreuil

Eriksson/Rynning

Attendees

Robert Braden
Cyrus Chow
Johnny Eriksson
Phillip Gross
Russell Hobby
Tom Kessler
Chris Myers
Brad Parker
Michael Roberts

Jan Michael Rynning
Bernhard Stockman

Dean Throop
Gregory Vaudreuil
David Zimmerman

Write a document amending RFC 821 to eliminate the line
length restriction and the 7 bit restriction.

Determine the state of RFC 1154, and encourage the author to
join in this effort.

Rewrite the TEX HEX encoding document as a specific instance
of an RFC 1154 body part.

braden@venera.isi.edu
cchow@Qorion.arc.nasa.gov
bygg@sunet.se
pgross@nri.reston.va.us
rdhobbyQucdavis.edu
kessler@sun.com
chris@wugate.wustl.edu
brad@cayman.com
roberts@educom.edu
jmr@nada.kth.se
boss@sunet.se
throop@dg-rtp.dg.com
gvaudre@nri.reston.va.us
dpzQ@dimacs.rutgers.edu
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3.1.5 Network Fax (netfax)
Charter

Chair(s):
Mark Needleman, mhn@stubbs.ucop.edu

Mailing Lists:
General Discussion: netfax@stubbs.ucop.edu
To Subscribe: netfax-request@stubbs.ucop.edu

Description of Working Group:

The Network Fax Working Group is chartered to explore issues involved
with the transmission and receipt of facsimile across TCP/IP networks
and to develop recommended standards for facsimile transmission across
the Internet. The group is also intended to serve as a coordinating forum
for people doing experimentation in this area to attempt to maximize the
possibility for interoperability among network fax projects.

Among the issues that need to be resolved are what actual protocol(s) will
be used to do the actual data transmission between hosts, architectural
models for the integration of fax machines into the existing internet, what
types of data encoding should be supported, how IP host address to phone
number conversion should be done and associated issues of routing, and
development of a gateway system that will allow existing Group 3 and
Group 4 fax machines to operate in a network environment.

It is expected that the output of the Working Group will be one or more
RFC’s documenting recommended solutions to the above questions and
possibly also describing some actual implementations. The life of the
Working Group is expected to be 18-24 months.

It is also hoped that some fax vendors, as well as the networking commu-
nity and fax gateway developers, will be brought into the effort.

Goals and Milestones:

Done Review and approve charter making any changes deemed necessary.
Refine definition of scope of work to be accomplished and initial set
of RFC’s to be developed. Begin working on framework for solution.
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Continue work on definition of issues and protocols. Work to be
conducted on mailing list.

First draft of RFC to be completed. To be discussed at IETF meet-
ing and revised as necessary.

Continue revisions based on comments received and i e to IESG for
publication as RFC.

Overlapping with activities listed above may be implementations
based on ideas and work done by the Working Group. If so revise
RFC to include knowledge gained from such implementations.
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CURRENT MEETING REPORT

Reported by Mark Needleman/U California
NETFAX Minutes

The meeting began at 1:30 PM on December 5, 1990 and was Chaired
by Mark Needleman.

Mark Needleman brought up the issue of whether or not the group should continue to
meet in that not very much work had been done since the last meeting and there was
some confusion as to what problems the group was really trying to solve. This lead
to a discussion of exactly what problems needed to be addressed. The group then
determined that there were two basic problems. The rest of the meeting focused on
those problems and possible solutions for them. The two problems addressed were:

o Taking ASCII text data and converting it to fax image for transmission to a
destination fax machine.

e Using the Internet as a mechanism for moving fax and other type image data
around for delivery either directly to a users workstation or to a destination fax
machine directly on the network or through a server to an output fax machine.

A discussion was held as to possible ways of solving these problems such as using
X.400 or posibly defining a new protocol. Consensus was a protocol like SMTP
would work fine except for two major limitations in SMTP - 7 bit ASCII usage and
file size limitations.

The group discussed the possibility of building a new protocol based on SMTP that
would have all of the features of SMTP and would remove these limitations. It
would also add extentions to the SMTP headers to convey information needed for fax
transmission such as phone numbers and routing and accounting information.

e A discussion was also held on possible additions to the Domain Name System
for adding records that would facilitate finding out locations of fax servers.
Consensus was that this needed more research.

e Discussion was also held as to possible implications of the work being done by
the newly formed 8 bit SMTP Working Group and what that would mean to us.
The feeling was that there was a possibility that the work of this group might
solve the problems we saw in SMTP so that a new protocol would not be needed
and that we should coordinate with them to get our input into their work and
to make sure our needs were addressed. The feeling was that this would allow
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SMTP to provide a general purpose solution for all of types of data, not just
fax.

Action Items:

e Develop detailed specification for extentions to SMTP needed to use protocol
for fax transmission.

e Develop detailed specifications for working of fax server.

o Establish coordination with 8 bit SMTP Working Group.

Attendees

Cyrus Chow cchowQorion.arc.nasa.gov
Tom Easterday tom@nisca.ircc.ohjo~-state.edu
Steven Hunter hunter@es.net

Ole Jacobsen ole@csli.stanford.edu

E. Paul Love Jr. loveep@sdsc.edu

Clifford Lynch lynch@postgres.berkeley.edu
Carl Malamud carl@malamud.com

Mark Needleman mhn@stubbs.ucop.edu

Michael Roberts roberts@educon.edu

Michael St. Johns stjohnsQumd5.umd. edu

Jesse Walker walkerQeider.enet@decpa.dec.com
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CURRENT MEETING REPORT

Reported by Russ Hobby/UC Davis
Network Database BOF Minutes

This meeting took place to discuss interest in the Internet community in the standard-
ization of SQL databases operating over TCP/IP. SQL Access, a group of database
software vendors working toward SQL interoperability, has been contacted and dis-
cussions are going on about joint work on such a standard. The BOF attendees agreed
that since SQL Access includes many of the vendors that would be implementing the
standard it seems appropriate to work with them. There will be continued discussion
with SQL Access as to when they want to submit their work to the open review of
the IETF at which point a Working Group may be formed to do the review.

Another subject that came up at the BOF was the need for a standard RPC for the
Internet. It was agreed that a Working Group would be appropriate to look into this.
The Area Director will coordinate efforts to get this Working Group started.
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3.1.6 Network Printing Protocol (npp)

Charter

Chair(s):
Glenn Trewitt, trewitt@nsl.pa.dec.com

Mailing Lists:
General Discussion: print-wg@pluto.dss.com
To Subscribe: print-wg-request@pluto.dss.com

Description of Working Group:

The Network Printing Working Group has the goal of pursuing those
issues which will facilitate the use of printers in an internetworking envi-
ronment. In pursuit of this goal it is expected that we will present one
or more printing protocols to be considered as standards in the Internet
community.

This Working Group has a number of specific objectives. To provide a
draft RFC which will describe the LPR protocol. To describe printing
specific issues on topics currently under discussion within other Working
Groups (e.g., security and dynamic host configuration), to present our con-
cerns to those Working Groups, and to examine printing protocols which
exist or are currently under development and assess their applicability to
Internet-wide use, suggesting changes if necessary.

Goals and Milestones:

Done Review and approve the charter, making any changes deemed nec-
essary. Review the problems of printing in the Internet.

Done Write draft LPR specification.

Done Discuss and review the draft LPR specification. Discuss long-range
printing issues in the Internet. Review status of Palladium print
system at Project Athena.

Done Submit final LPR specification including changes suggested at the
May IETF. Discuss document on mailing list.

Done Submit LPR specification as an RFC and standard.
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Jul 1990 Write description of the Palladium printing protocol (2.0) in RFC
format.

Aug 1990 Discuss and review the draft Palladium RFC.
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CURRENT MEETING REPORT

Reported by Glenn Trewitt/DEC
NPP Minutes

Agenda

o “Wire Protocol”

e RFC-1179 - Line Printer Daemon Protocol
o Network Printing Working Group Charter
e Printer Access Protocol Proposal

Two items were added:

o Palladium
o “Son of LPR” services

“Wire Protocol”

Glenn Trewitt advised the Working Group of the decision of the Telnet Working
Group on the Wire Protocol, as described in the Agenda.

The purpose of the Wire Protocol was to provide a standard mechanism for estab-
lishing a TCP connection to one of many physical ports on a host, e.g., a line on a
terminal server. This connection should be capable of being 8-bit transparent. In
Vancouver, the Working Group agreed that this “protocol” should be taken to the
Telnet Working Group for further action. Bill Westfield agreed to do this. The re-
sult was somewhat surprising. The general consensus was that most of the terminal
server vendors already provide a mechanism for doing this (generally by letting the
user connect to a particular TCP port in order to get to a particular line or ro-
tary with specified characteristics. The only advantage gained by defining a protocol
to select the line and its characteristics would be to provide a standard protocol-
function->line mapping. This was not viewed as providing a significant “win” over
the existing implementations, which work fine, once you figure out the right TCP
port number.

To quote Bill: “You ought to specify that the endpoint needs to be able to talk to an
arbitrary tcp host/port, using the ‘stream’ mode that most terminal server vendors
now supply.”

Trewitt feels this is an implementation issue (making lpd have the right functionality
for connecting to printers) rather than a protocol issue (defining a protocol to do
something that is currently not do-able or not standardized).
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RFC-1179 — Line Printer Daemon Protocol

RFC 1179 has been issued as “informational”, and there was some question about the
actual purpose of the RFC - if we are specifying some changes to the de-facto protocol,
it really needs to be in the standards track. If the intent is truly informational, it
must only specify things that exist in common implementations. (This was agreed to
mean “the BSD Ipd server”.)

The major issue that was discussed was the order of data and control files - existing
(big-machine) implementations take the data files first and send the control file last.
“Small-machine” implementations typically can’t spool the data files to wait and see
what the control file says to do with it. As a result, these implementations must
print the data file as best they can, without the help of any information that might
be contained in the control file. A secondary (but still important) issue is that many
small systems can’t predict in advance, the size of the files to be printed (other than
by storing them first, which they can’t do).

The existing RFC attempts to address these issues by changing the protocol slightly.
The consensus was that, even though these were extremely desirable modifications,
we couldn’t change the protocol and still issue an informational RFC. There wasn’t
much support for the notion of pushing these modifications through the standards
process, because there is so much old, “free” BSD code out there that won’t get
changed.

It was suggested that anybody who wants to get these issues dealt with should go to
the source, Berkeley, and hand them source code for a backward-compatible Ipd that
has these problems fixed, and get it incorporated into 4.4 BSD.

As far as errors in the RFC, there was discussion about some of the things that it
leaves unsaid. In particular, the BSD implementation of lpd is very picky about the
order in which various commands are given. This makes it very difficult to implement
a client, even if you have a complete, correct specification of the commands and their
arguments (as in the RFC).

The following are action items:

e Edit the RFC to remove the upgrades.
e Add a section that discusses the order dependencies of the commands.

Network Printing Working Group Charter

We agreed that the Chair should write a new Charter. It will incorporate the goals
of the Working Group, as discussed in these minutes.

Printer Access Protocol Proposal
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The reaction to PAP was mostly positive. The consensus was that it is adequate for
a base. There was significant discussion on the following points:

Security

There was significant concern over security, of several varieties:

1. Authentication of the job, to the printer; to “keep students from printing on
the Chancellor’s printer”.

2. Encryption of the job, on its way to the printer.

3. Mechanisms to support military security, e.g., printers that might print secret
documents.

Items 1 and 2 received the most interest. We need to work with the SAAG on this.
Standardization of Keywords

PAP uses ASCII strings to report on resources and capabilities. The possible val-
ues and their meanings are not defined in the specification. For example, the values
reported by the “show” command are not documented. This must be fixed — imple-
mentation isn’t possible as the document stands.

Support for Requesting Facilities.

PAP provides, with the “show” command, facilities to report the availability of various
resources, such as paper trays, fonts, and page description languages. It was pointed
out that there was no way to request that these resources be used. Trewitt observed
that most PDLs provide these mechanisms.

The apparent concern is to provide a way to set the font, paper size, etc., for *TEXT*
to be printed on a printer. This seems to be asking for a “text” page description
language. The possibility that was discussed was to define command(s) and options
which would request resources. Trewitt feels this is a bad idea, as these requests could
get in the way of the facilities of more advanced PDLs. He suggests a more favorable
approach would be to formalize the concept of a “text” page description language,
and define mechanisms within that to request paper size, etc.

More discussion on the mailing list is definitely required.
Internationalization

An observation was made that it was important that where parameters are supplied by
users, (e.g., everything in the “soj” command), it be possible to use 8-bit character
sets so that customers in Sweden (for example) would be able to have their name



88 CHAPTER 3. AREA AND WORKING GROUP REPORTS

appear properly on the banner page.
Palladium

Digital Equipment (in the person of Richard Hart) has “set aside” Palladium for
consideration, for the moment. Palladium’s upper layers are making good progress
through Posix. Palladium’s lower layers depend upon some RPC. Since there isn’t
currently an Internet-Standard RPC (and there aren’t any signs of one appearing
soon), he decided that now was not the time for standardization in the IETF forum.

Son of LPR

This still leaves us with the question of: “What do we do to provide better user
services for printing?” PAP only provides Spooler->Printer services. There is still a
need for User->Spooler and Spooler->Spooler services. Lpr/lpd fills this niche right
now, and Palladium may fill the void later, but right now we have nothing that
anybody particularly wants.

We discussed the possibility of “fixing” lpr/lpd. There wasn’t any great consensus
that it is a worthwhile starting point. Upon reflection it did not seem that anyone
liked that idea. So, what we *will* do, before the next IETF meeting, is to come up
with a list of services that we want to see available from this protocol.
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3.1.7 TELNET (telnet)
Charter

Chair(s):

Dave Borman, dab@cray.com

Mailing Lists:
General Discussion: telnet-ietfQcray.com
To Subscribe: telnet-ietf-requestQcray.com

Description of Working Group:

The TELNET Working Group will examine RFC 854, “Telnet Protocol
Specification”, in light of the last 6 years of technical advancements, and
will determine if it is still accurate with how the TELNET protocol is
being used today. This group will also look at all the TELNET options,

and decide which are still germane to current day implementations of the
TELNET protocol.

e Re-issue RFC 854 to reflect current knowledge and usage of the TEL-
NET protocol.
o Create RFCs for new TELNET options to clarify or fill in any missing
voids in the current option set. Specifically:
— Environment variable passing
— Authentication
— Encryption
— Compression
e Act as a clearing-house for all proposed RFCs that deal with the
TELNET protocol.

Goals and Milestones:

Done Write an environment option
Dec 1990 Write an authentication option
Dec 1990 Write an encryption option

Mar 1991 Rewrite RFC 854

91
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CURRENT MEETING REPORT

Reported by David A. Borman /Cray Research, Inc.
TELNET Minutes

Agenda

¢ Telnet Environment Option
Telnet Authentication Option
o Telnet Encryption Option
Telnet Specification

Telnet Environment Option

The Telnet Environment Option had been passed off for publication as a proposed
Internet Protocol. However, some members of the IAB expressed some concerns about
the possible misuse of the option, mainly that it might be used to create proprietary,
non-interoperating telnet implementations.

In May of 1990, the “Well Known Variables” section was removed from the draft
document due to of lack of consensus on what would be the well known variables.
From the minutes of that meeting:

e Section 6, “Well Known Variables” was discussed at length. People disagreed
what the user account name variable should be, USER or USERNAME (some
systems use LOGNAME). The group could not agree on what would be the best
names for well known names, whether they should have a consistent format,
(e.g., a common prefix) or whether there should be a common prefix for user-
defined variables. Because resolution was not reached, it was decided to strike
section 6 from the document, but leave in the names in the example section.
It was agreed that well known names could be added later if consensus was
reached on the naming scheme. )

e Possible action items for this document:
— Issue it as is, as an Experimental RFC.

— Define a “Well Known Variable” list, and re-submit for a proposed stan-
dard.

— Decide if non-standard variables would be allowed. Some suggestions:
* names of the form X-*, like mail
* use a STD- prefix for standard names
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+ use <system-type>- prefix

_ Since the Environment option is based on UN*X environment variables,
should we be blatant about a UN*X bias?

_ Put the well-known variable names in the assigned numbers document.

_ Use SNMP to manage well-known variable names?

Items 1 and 2: After discussing the pros and cons of each of these, it was decided
that the document would be re-submitted as is, to be published as an experimental
RFC. This would allow the document to get a wider distribution.

On item 3, the consensus was that non-standard variables need to be allowed; by
limiting it to just well-known variable names, much of the usefulness of the option
would be removed. No agreement was reached on how to name the standard vs.
non-standard variable names, and the discussion was deferred to the mailing list.

Item 4 was rejected; just because the option maps nicely onto the UN*X platform
does not limit it to just UN*X machines, and there is no reason to perpetuate that
myth.

Item 5 was agreed on, once the format and names are decided upon. The list of “Well
Known Variables” will contain the variable name, and a description of any syntax
that is to be applied to the value of the variable.

Item 6 was brought up as an interesting way to manage variable names, but was
dismissed as not being appropriate, since SNMP deals with variables on a machine
level basis, and the Telnet Environment Option deals with variables on a per-user
basis. This would also open up a big can of worms with regard to security.

Telnet Authentication Option

Several minor modifications were made to the Authentication document:

1. The user name that is being authenticated must now be passed as part of
the authentication negotiation, not in the (proposed) ENVIRON option. This
change has two advantages:
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o It makes the Authentication option self contained.

o It allows the user to authenticate as one person, but have a USER variable
of someone else, e.g., use the Authentication option to authenticate as
“root”, but use the ENVIRON option to set the USER variable to “joe”,

so that the user can be “root” with “joe’s” environment.

2. Previously the document said that the server side SHOULD send the DO
AUTH, and the client WILL AUTH. The SHOULD has been changed to MUST.
If the server(client) receives (DO(WILL) AUTH), the option MUST be refused.

3. There was discussion about changing from the current (SEND/IS/REPLY) to
a separate (SEND/IS) negotiation, followed by a (CLIENT_DATA/SERVER_DATA)
negotiation. This idea was voted down.

4. The PRIVATE type was eliminated; this would only lead to non-interoperable
implementations.

5. The type NONE was changed to type NULL, and it is the type returned by the
client when it does not support any of the authentication types proposed by the
server.

6. The type LOGIN was removed.

7. There was discussion about what exactly the authentication option gives the
user. It does not give integrity. Once the authentication is completed, the
connection could be taken over and/or modified by some intervening host. The
encryption option should be used to gain data integrity. There was discussion
about whether or not the ability for one side of the connection to “challenge”
the other side would be useful; it was decided that all that that would do is
make it harder for the connection to be taken over/modified, but would not
eliminate that possibility.

8. The type KERBEROS was split into two type,KERBEROS/_V4 and KERBEROS/_VS .
New types for SPHINX and MINK will be added.

Time did not allow for the discussion of the Encryption Option or the Telnet Speci-
fication.

It was decided that at the next IETF meeting, the Telnet WG would meet for two
sessions (a 3 hour and a 2 hour session).
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3.2 Internet Area

Reported by Noel Chiappa

Most of the activity to report in this area happened at the IETF meeting in Boulder
where all eight Working Groups met report.

IP over Appletalk

The IP over Appletalk Working Group had a final reading of the ‘IP over Appletalk’
and ‘Appletalk MIB’ documents. (The latter is for use by Appletalk native devices
as well as IP/Appletalk routers.) It also held a technical review of the latest version
of the ‘Appletalk over IP Tunneling’ document, which has also been discussed at
two meetings since the last IETF meeting. One more meeting to discusss the latter
document is planned before the next IETF.

Point to Point

The Point to Point Working Group met briefly and reviewed the status of all in
progress documents. Little has happened since the last IETF in this area, so an
activity will be organized to get these documents completed and out. The issue of
Frame Relay was also discussed, but due to lack of participation from the Frame
Relay community, nothing could be achieved.

IP over SMDS

The IP over SMDS Working Group met and reviewed the final draft of their RFC,
adjustments were made to wording and presentation but there were no substantive
changes. The group also reviewed the presentation for the IETF Plenary. Since
the RFC completely handles small virtual private networks and since the problems
of large WAN networks have been centralized in the IP over Large PDN Working
Group, this Working Group has no further tasks and has concluded.

IP over FDDI

The IP over FDDI Working Group met and reviewed a presentation on the lastest
version of EARP. (This is for use on dual rings with dual MAC stations. Single MAC
stations are done.) A new version of the EARP document was also available, but
it was not reviewed in detail. The companion document, which details the various
operating models that exist, and discussses the pros and cons of each, and why EARP
Is necessary, is in progress but not yet completed.



98 CHAPTER 3. AREA AND WORKING GROUP REPORTS

Router Requirements

The Router Requirements Working Group went through the latest draft in detail,
reviewing the technical content of the draft text, (over 100 pages at this point) pre-
pared by legions of dedicated authors. A few missing sections were identified, and
volunteers to prepare them were found. The Chair met with the Security Area Di-
rector to commence a review from that angle. The Link Layer document (which is
split off from this and Host Requirements as a common document) is on hold until
the main document is done.

A separate document on the subject of routing pruning, prepared by the Chair, was
also reviewed. Routing pruning (i.e., which route to prefer when two routes are
available which are superior in two orthagonal ways) turned out to be a difficult
subject at the last meeting, and although the problem is better described now, no
final choice as to the preferred algorithm has been made. A single algorithm must be
operating all across each routing domain, otherwise routing loops may develop.

Finally, discussion was held on a number of technical hot spots. Among them were
fragmentation (should the smallest fragment be required to be first, for hosts with
poor network interface hardware), routing protocols (should one be required, and if
so, which; for more details see the section on IESG actions, below), operation features
(should management controls be part of an interoperation specification), broadcast
forwarding controls, and TOS (would the routing protocols allow more than one bit
to be on at once, and if so, what did it mean). Finally, in the TOS discussion, it was
suggested that an extra TOS bit, ‘cost’, be allocated.

Multi-Media Bridges

The Multi-Media Bridges Working Group held its organizational meeting. It discussed
the Charter, and also the issue of interactions with the 802.1 (D) group. A presentation
was given on the architecture of the 802.1(D) bridge, for those who were not familiar
with it, as well as the relevant RFC’s (1042, 1188, 1191, etc.) for those who were not
familiar with them. Finally, it reviewed the solutions to the problems of multi-media
bridges already put forth in the market, and the problems caused by those solutions.

Dynamic Host Configuration

The Dynamic Host Configuration Working Group narrowed its scope in order to make
progress. The problem has now been defined in two parts, host to server communi-
cation and coordination among replicated servers. The first part was discussed, and
protocols and algorithms agreed to. These will be written up, and an Internet Draft
will be available by the next IETF. Also, volunteers to implement them for experi-
mentation were found. Some proposals were reviewed for the second part, but further
study is needed.
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Connection Oriented IP

With the ST2 Specification published as an Experimental Protocol (RFC1190), the
Connection Oriented IP Working Group met to discuss longer term technical issues
such as resource management. It was agreed to coordinate work on ST2 with other
applicable work such as Lixia Zhang’s Flow Protocol and also McHip. At the IESG
meeting in Boulder, a number of topics relevant to this area were reviewed, and results
are available.

Interaction between the MMB Working Group and 802.1(D) was deemed very useful.
The proposal of the IP-FDDI Working Group to have an Extended ARP to handle
multi-rail and multi-interface situations was mentioned, to alert the community that
this action was being contemplated.

The issue of authentication for the Router Discovery mechanism was discussed. No
mechanism is currently proposed (although the packet format allows for one to be
added), and it is a difficult technical problem since the transaction is so short. It
was decided that as long as the text contained some discussion of authentication,
and pointed out that no authentication is currently included, the document can go
to Proposed Standard. The Security Area Director will investigate, and a mechanism
should be available before the document progresses further.

Two new Working Group’s, IP over Frame Relay and IP over ISDN, will be organized.
Both will concentrate on designing the framing for use of IP over these media, as well
as specifying operation on small networks. The IPLPDN Working Group will be
handling operation on large networks. A Frame Relay group is being set up since the
consensus of the people with detailed knowledge of Frame Relay was that the entire
PPP protocol (which was proposed as a potential method for use of Frame Relay) was
unnecessarily duplicative of mechanisms already present in the basic Frame Relay.

The Router Requirements Working Group had requested that an extra TOS bit be
allocated to use as a cost bit. (The Host Requirements document calls for a 5 bit
TOS field, but only three bits are actually defined.) It was agreed that this sounded
good, but a more detailed proposal, with a complete TOS mechanism, was needed
before final action could be taken.

The Router Requirements Working Group had also, after some acrimonious debate,
referred the problem of choosing a standard IGP to the IESG, where further acrimo-
nious debate ensued.

Some felt that sufficient experience had been gained with OSPF to make a decision
(as called for by the IETF at the Florida IETF). People with OSPF experience unan-
imously felt that enough experience had been gained; the majority of the WG did not
have enough knowledge to have an opinion, however. Concerns were expressed that
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the existing experience was deficient in three ways; there was no very large deploy-
ment (hundreds of routers), there was no multi-vendor experience, and no experience
with large numbers of areas.

As to the actual protocol, the majority of attendees did want to make a recommenda-
tion to the IESG, in an attempt to get a decision made. There was general agreement
that the only two viable alternatives were OSPF and Dual IS-IS. By a bare majority,
OSPF was preferred, although the second preference was to require both.
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3.2.1 Connection IP (cip)
Charter

Chair(s):
Claudio Topolcic, topolcic@bbn.com

Mailing Lists:
General Discussion: cip@bbn.com
To Subscribe: cip-request@bbn.com

Description of Working Group:

This Working Group is looking at issues involved in connection-oriented
(or stream- or flow-oriented) internet level protocols. The long-term in-
tent is to identify the issues involved, to understand them, to identify
algorithms that address them, and to produce a specification for a pro-
tocol that incorporates what the Working Group has learned. To achieve
this goal, the group is defining a two year collaborative research effort
based on a common hardware and software base. This will include im-
plementing different algorithms that address the issues involved and per-
forming experiments to compare them. On a shorter time-line, ST is a
stream-oriented protocol that is currently in use in the Internet. A short-
term goal of this Working Group is to define a new specification for ST,
called ST-2, inviting participation by any interested people. MCHIP and
the Flow Protocol have also been discussed because they include relevant
ideas.

Goals and Milestones:

Done Produce a new specification of ST.

May 1990 Define common hardware and software platform.

Oct 1990 Implement hardware and software platform.

May 1991 Implement experimental modules and perform experiments.

May 1992 Produce a specification of a next generation connection oriented

protocol.
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CURRENT MEETING REPORT

Reported by Ken Schroder/BBN
CIP Minutes

Agenda

Status Reports

ST-1I
COIP-K
FP
MCHIP

Collaboration Plans
¢ Research, experiments
Meeting Report

The Connection Oriented Internetwork Protocol Working Group (CIP) is develop-
ing a set of protocols and resource management algorithms to support guaranteed
service, packet switched communication in an internet. Applications in the areas
of wide area video conferencing and distributed simulation would both benefit from
service guarantees. Elements of this support include resource reservation, flow regula-
tion, instrumentation and enforcement mechanisms to ensure acceptable bandwidth,
end-to-end delay and delay variation. Approaches for allowing reservations to be
renegotiated as the workload changes are also anticipated.

Claudio Topolcic, Working Group Chair, opened the meeting. The goal of this meet-
ing was to review what had been accomplished since the Vancouver meeting and to
plan what will be done during the next three months. We were particularly interested
in understanding how the work each group member was doing might compliment one
other.

RFC-1190 “Experimental Internet Stream Protocol, Version 2 (ST-II)” has been re-
leased. ST-II is an IP-layer protocol that provides end-to-end service guarantees
across an internet. It was designed through earlier efforts of the Working Group to
replace the Internet Stream Protocol originally defined in IEN-119.

ST-II implementation status was presented by Ken Schroder. Portions of the control
protocol are currently operating at BBN on an Ethernet. They expect to:

e Pass data application to application over Ethernet by the end of December.
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o Integrate T1 support by the end of January.

The protocol implementation is expected to be operating in the DARPA sponsored
DARTNET in February. Support will include connection setup and tear down, hop
identifier negotiation, and add/delete targets. ST-II will then be used as a protocol
testbed for exploring instrumentation and algorithms that:

e Ensure proper priority traffic handling to ensure that time guarantees are met.

e Provide predictable estimates of delay and delay variance.

o Guarantee that network switching elements meet end-to-end performance promised
to applications.

Enforce that application traffic cannot exceed the resources level it originally
requested.

The issuing of RFC-1190 signaled the end, at least for now, of the ST track that this
Working Group was following. The Working Group will continue to study connection
oriented protocols.

FP Flow Protocol work was presented by Lixia Zhang. They are using IP option
fields to implement the flow protocol. This approach has simplified the work required
and allows the protocol to coexist with IP, since standard gateways will forward the
packets. Developing a customized protocol would not have offered those benefits.
The current implementation goals include support for:

o Lixia’s Flow Protocol.
¢ Fair queuing algorithms.
e Timestamp ordered driver queues to support priority scheduling.

They have plans to experiment with dynamic rate adjustment, including selectively
throttling traffic sources (rather than all sources) to handle congestion control. They
hope to make TCP use FP in the future.

They cited several difficulties they encountered with the current approach.

e Clock granularity is too coarse for traffic generator applications programs to
use for generating packets at specific rates.

e Table lookup inefficient: hard to get small universal identifiers.

¢ Fair Queuing for IP is implemented on a per TCP connection basis. The current
implementation uses source and destination host IP addresses plus port numbers
as the connection identifier.

Performance measurement was discussed. They timestamp packets at source, desti-
nation and all intermediate routers. Since transmission and propagation delays are
known, queuing delay can be calculated.
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Potential future work includes:

e Virtual clock testing. The virtual clock was implemented but not tested because
queues don’t build up on Sparcs with Ethernet. (Ethernet is much faster.)

o FP providing reliability by selective retransmission.

o Host pacing

FP/ST sharing was discussed. It was felt that some of the enforcement mechanism
supported by the virtual clock Lixia’s flow protocol could be integrated into the ST-II
network layer. This would require integration of the timestamp ordering mechanisms
and supplying various flow parameters. The potential for more extensive integration
will be discussed after the ST-II implementation is working.

Resource management work at Berkeley was presented by Hui Zhang. Their work
includes explicit delay and jitter control. Packets are marked with the desired trans-
mission time and buffered until the deadline arrives. This works to limit jitter. Studies
they have performed suggests this will also reduce the buffer space requirements of
the overall network.

Connection Oriented IP Kernel was presented by Guru Parulkar. The COIP-K is
meant to provide a core set of functions-application and network interface, data for-
warding and state machine management-expected to be needed by high performance
protocols such as ST-II. Their goal is to provide a reusable foundation in which re-
source management protocol research can be performed more easily.

e Chuck Cranor will return to work on software shortly.

e They expect to have it debugged in January.

e Can implement resource enforcement, potentially by incorporating Lixia’s vir-
tual clock code.

There was some discussion about the availability and suitability of COIP-K to the
ST-II and FP efforts. We plan to revisit this in January after initial implementation
is available.

MCHIP was presented by Guru Parulkar. This is a connection oriented resource
management protocol that Guru has been working on. There are three basic elements:

1. Resource requirements characterized by peak rate, average rate and burstiness.

9. Perpetual Congrams (PiCons) are routed using reservations and virtual circuits,
e.g., through ATM networks.

3. Server can provide resource allocations for unmanaged datagram networks, e.g.,
Ethernet. (There was some dispute as to whether this was doable in the general
case, whether source routing would provide an adequate solution, and how much
constraints would have to be relaxed for it to work.)
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The meeting concluded after discussions of what next steps to take. The potential
combining of COIP-K, ST-II, and FP into a single COIP will be explored in January.
Many elements of FP resource management and enforcement seem complimentary
and compatible with the ST-II implementation, which provides connection setup and
management facilities. The COIP-K is intended to be compatible with these and
other protocols.

We plan to meeting, ideally by video conference, in late January to discuss how more
of our work can be integrated. At that point, working versions of COIP-K and ST-II
should both be available.

Attendees

Ashok Agrawala agrawalaQcs.umd.edu
Robert Braden braden@isi.edu

Kevin Fall kfallQucsd.edu

Gurudatta Parulkar guru@flora.wustl.edu

Ken Schroder schroder@bbrn.con

Claudio Topolcic topolcic@bbn.com

Hui Zhang hzhang@tenet .berkeley.edu

Lixia Zhang lixia@parc.xerox.com
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3.2.2 Dynamic Host Configuration (dhc)

Charter

Chair(s):

Ralph Droms, droms@bucknell.edu

Mailing Lists:

General Discussion: host-conf@sol .bucknell.edu
To Subscribe: host-conf-request@sol.bucknell.edu

Description of Working Group:

The purpose of this working group is the investigation of network configu-
ration and reconfiguration management. We will determine those config-
uration functions that can be automated, such as Internet address assign-
ment, gateway discovery and resource location, and those which cannot be
automated (i.e., those that must be managed by network administrators).

Goals and Milestones:

Done

Done

Jan 1991

Jan 1991

We will identify (in the spirit of the Gateway Requirements and
Host Requirements RFCs) the information required for hosts and
gateways to: Exchange Internet packets with other hosts, Obtain
packet routing information, Access the Domain Name System, and
Access other local and remote services.

We will summarize those mechanisms already in place for managing
the information identified by Objective 1.

We will suggest new mechanisms to manage the information iden-
tified byObjective 1.

Having established what information and mechanisms are required
for host operation, we will examine specific scenarios of dynamic
host configuration and reconfiguration, and show how those scenar-
ios can be resolved using existing or proposed management mecha-
nisms.
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CURRENT MEETING REPORT

Reported by Ralph Droms/ Bucknell
DHC Minutes
Agenda:

The Agenda centered on discussing details of the Dynamic Host Configuration Pro-
tocol (DHCP). There are four components of the Protocol:

1. A client-server protocol (here, a “client” refers to a network host requesting
initialization parameters).

2. An algorithm for dynamic allocation of IP addresses by a server.

3. A server-server protocol.

4. A mechanism through which DHCP forwarding agents pass DHCP packets be-
tween clients and clients on different subnets.

All of the protocols and algorithms used by DHCP have been presented and discussed
at earlier Working Group meetings. At this meeting, it was decided that the protocol
should be described in two RFCs:

e One describing the interaction between a client and a single server.
e A second describing the interaction between multiple servers providing repli-
cated service.

Ralph Droms will complete an Internet Draft describing the client-server protocol
before the next IETF meeting; further study is required for the server-server protocol
and the Working Group has no deadline for completion of an Internet Draft for that
component of DHCP.

The following topics were discussed at the meeting:

e The Working Group needs to specify in detail the behavior of DHCP forwarding
agents, both for DHCP and for the Router Requirements RFC. Walt Wimer

graciously agreed to take on the task of writing an appropriate specification.

e The client-server protocol is based on BOOTP (RFC951) and the defined vendor
extensions (RFC1084). DHCP retains the original format of BOOTP packets,
and defines an additional set of vendor extension values. An appendix to these
minutes gives a list of proposed configuration parameters and vendor extension
formats. This list is based on a list of configurable parameters taken from the
RFCs by Steve Deering. DHCP also retains the request-response format of
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BOOTP. DHCP is backward-compatible with BOOTP, so that DHCP servers
can support BOOTP clients.

o It is possible that a server response packet may require more than the 64 bytes
specified for the vendor extension area in the BOOTP packet format. Two
solutions were proposed. First, the BOOTP packet is only 320 bytes long, so
the vendor extension area can be extended while keeping the BOOTP packet
under 576 bytes. As the client request packet specifies whether the request is
a DHCP request, a server can maintain backward compatibility with BOOTP
clients by restricting BOOTP responses to 64 bytes while extending the vendor
extension area in DHCP responses. Second, the server response may take mul-
tiple packets. The client can detect a multiple packet response by matching the
returned parameters with the original list of requested parameters; if not all of
the requested parameters were supplied (presumably because of a lack of space
in the response packet), the client will issue a second request for the remaining
parameters.

® One of the parameters to be supplied by a server may be a dynamically assigned
IP address. For the first RFC, each server is statically assigned a set of IP
addresses for dynamic allocation. The addresses are managed according to the
algorithm proposed by Jeff Mogul in his draft of June 22, 1990. The second
RFC will address the problem of dynamic reallocation of IP addresses among a
cooperating collection of DHCP servers.

e The issue of security was raised and it was suggested that DHCP security be dis-
cussed with the Security Working Group. Scott Bradner and Ralph Droms held
an informal “in the hall” meeting with Steve Crocker. According to Steve, the
current, surrounding infrastructure is sufficiently insecure that securing DHCP
will not add to network security, The Working Group should remain aware of
the security issue and DHCP should evolve to take advantage of new security
mechanisms as they are added to the Internet infrastructure.

There is a mailing list for the use of the Working Group: host-conf@sol.bucknell.edu.
An archive of traffic and other pertinent documents can be accessed through anony-
mous ftp from sol.bucknell.edu under directory dhewg.

Attendees

Steve Alexander stevea@i88.isc.com
David Borman dabQcray. com

Scott Bradner sobQharvard.edu
Lida Carrier lida@apple.com

Ralph Droms droms@bucknell.edu
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Robert Gilligan gilligan@eng.sun.com

Philip Karn karn@thumper.bellcore.com
Holly Knight holly@apple.com

Philip Koch philip.koch@dartmouth.edu
Joshua Littlefield joshQcayman.com

Greg Minshall minshall@wc.novell.com

Bill Rust wjr@ftp.com

Tom Sandoski tom@concert.net

Richard Smith smiddy@pluto.dss.com

Glenn Trewitt trewitt@nsl.pa.dec.com

John Veizades veizadesQapple.com

A. Lee Wade wadeQdiscovery.arc.nasa.gov
Jesse Walker walkerQeider.enet@decpa.dec.com
Carol Ward cward@spot.colorado.edu
Jonathan Wenocur jhw@shiva.com

Kathy Wilde wilde@decvax.dec.com

Walter Wimer walter.wimer@andrew.cmu.edu
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3.2.3 Multi-Media Bridging (mmb)
Charter

Chair(s):
Jeffrey Fitzgerald, jjf@fibercom.con

Mailing Lists:
General Discussion: mmbwg@fibercom.com
To Subscribe: mmbwg-request@fibercom.com

Description of Working Group:

The Multi-Media Bridge Working Group has the task of addressing the
function of multi-media bridges within TCP/IP networks. This is viewed
as necessary at this time because of the proliferation of these devices.

The first goal of the group is to document the multi-media bridge technol-
ogy and point out the issues raised by having these devices in a TCP/IP
internet. If there are problems which can be addressed the group will
work towards resolving them and documenting the solutions.

Goals and Milestones:

Done Finalize Charter of Group
Aug 1991 Document mulit-media bridging technology and its affect on TCP/IP
Internets.

Aug 1990 Document issues to be addressed by working group.
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CURRENT MEETING REPORT

Reported by Jeff Fitzgerald/Fibercom, Inc.
MMB Minutes

The Multi-Media Bridge Working Group met twice at the Boulder IETF. The first
meeting was spent reviewing the Charter which was subsequently approved and pub-
lished.

The second meeting was spent reviewing the Multi-Media Bridge Technology and its
impact on the TCP/IP architecture. A general review of the bridging standard (IEEE
document 802.1d) was made and the following issues were raised to be addressed by
the Working Group:

o Differing MTU sizes among different media types.
o Differing Bit/Byte ordering problems - especially with respect to datalink ad-
dresses.

The group then reviewed the following RFC’s;

e RFC 1042 (IP over 802 Networks)
e RFC 1188 (IP over FDDI)
e RFC 1191 (Path MTU Discovery)

It was felt that these documents have laid the foundation for the future work of the
group. At the next meeting the group will begin to address an appropriate strategy
for 802.5 networks.

Attendees

Anne Ambler
Fred Baker

Ken Brinkerhoff
Caralyn Brown
Stewart Bryant
Chris Chiotasso
Avri Doria
Jeffrey Fitzgerald
Richard Fox

Jim Kinder

Stev Knowles
Richard Libby

anne@spider.co.uk
fbakerQacc.com

cbrownQENR.Prime.com
bryantQenet.dec.com
chris@roswell.spartacus.com
avriQclearpoint.com
jjfefibercom.com
sytek!rfox@sun.com
jdkefibercom.com
stev@ftp.com
1libbyQc10sd6.stpaul.ncr.com
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Robert Meierhofer
Bahaa Moukadam
Ray Samora

Steven Sherry
Osamu Takada

meierhofer@stpaul.ncr.com

rvs@proteon.com

shsherryQeneg.xyplex.com
takada@sdl.hitachi.co.jp
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3.2.4 IP over Appletalk (appleip)
Charter

Chair(s):

John Veizades, veizades@Qapple.com

Mailing Lists:
General Discussion: apple-ip@apple.com
To Subscribe: apple-ip~request@apple.com

Description of Working Group:

The Macintosh Working Group is chartered to facilitate the connection of
Apple Macintoshes to IP internets and to address the issues of distributing
AppleTalk services in an IP internet.

Goals and Milestones:

Feb 1991 Describe, in an RFC, the current set of protocols used to connect
Macintoshes to IP internets.

Feb 1991 Define a MIB for the management of DDP/IP gateways.
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CURRENT MEETING REPORT

Reported by John Veizades/Apple
APPLEIP Minutes
MaclIP

John Veizades led the MacIP discussion which resulted in numerous changes to the
MacIP document.

There was a discussion about broadcasting, and three notes came out of that talk.

o Never forward link level broadcasts.

e It is forbidden to unicast to a router who does directed broadcast by unicast
explosion.

o Gateways will follow router requirements document with respect to directed
broadcasts on subnets.

Two other documents were mentioned, the first an FYI RFC for ATALK AD and
ATALK ATAB. These two protocols are the KIP implementation and not phase 2
compatible. Apparently we decided that there is no need for this RFC.

Appletalk Tunnelling through IP

The tunnelling discussion was lead by Alan Oppenheimer of Apple. It started Tuesday
afternoon, and continued through the Wednesday meeting.

Tuesday Agenda

o Walk through the Working Model proposed draft, Alan Oppenheimer.
o Chooser+: Screen shots of a hierarchical chooser written by Eran Reshef.
o The “Magic Gateway”, Brad Parker

The magic gateway does on demand mapping a user on one AppleTalk AS and a
service on a second AppleTalk AS. The mapping information is kept in the user
gateway as a tuple for each user. The mapping is only available to the user that
created it, not to other users on the same gateway.

Alan has screen shots of the hierarchical chooser. Everyone at the meeting greeted
that presentation pleasantly. The reaction to the idea is positive. Oppenheimer thinks
the user interface needs work.

Brad Parker provided screen shots of the Magic Gateway interface. Copies of the
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Working Model proposed draft are available from apple.com.

Wednesday Agenda:

e Clustering and Remapping additions - Alan Oppenheimer.

o AppleTalk MIB - Steve Waldbusser.

o AppleTalk Tunnelling though Foreign Networks, Draft Proposal - Alan Oppen-
heimer.

Clustering:

Clustering is a way to represent combinations of networks and zones as one entity.
Clustering will be used to represent remote apple internets.

Possible Remapping Additions:

o Network number remapping is optional.

e Static vs. dynamic remapping.

e Zone name remapping with some restrictions.
General (node) remapping.

Appletalk MIB:

o Add packets dropped due to bad checksums.

e MIB is low level AppleTalk statistics intended primarily for routers.

e Alan says routers are not expected to check checksums. Router vendors ARE
checking checksums!

The MIB was acceptable to the members of the Working Group. Greg Minshall
has implemented it and says it works. The MIB document with the few suggested

changes is available via anonymous FTP from lancaster.andrew.cmu.edu as appletalk-
MIB-text.

Appletalk Tunnelling:

Addressing Format

e DI- Uniquely identified as an appletalk domain.
e Must be extensible.
e Ul = DI + network number.

The document proposes a general form and an IP form. The IP form is not generally
accepted because if the IP address is part of the DI, it will be misused.
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A form that was mentioned was 8 bits of length, followed by 8 bits of authority,
followed by the Global Identifier, 2 Unique ID (of length length).

Data Format

e Encapsulation in UDP datagram port 200.
o Extended DDP header:
_ DataLink — IP header — UDP header — ?extended header length? — ...
— Dest DI — Src DI — reserved 00000000 — type 000002 — DDP header
— DATA
The type “000002” means “data”. Must use UDP header, and each DI is padded
to an even length. It was not agreed whether the extended header length was
needed/desirable.

Routing Information Exchange

e Provide methodology
e Provide a protocol
o Determine which parts of the method are required

In addition to the “axis” presented in the tunnelling document, a new axis as men-
tioned: coupling “looseness”, for:

e Zone info (appearance and disappearance).
e Network information.
e Metric changes.

Protocol Summary

o Initial reliable exchange of a full routing table.
o (Optional) reliable communication of all changes to the table.
e (Optional) tickling to handle routers going down.

Reliable Exchange

“One Way” connection for exchange and update.
Network (UI) information sent in ack’d datagrams.
Zone information initially send in unack’d datagrams.
Background timer polls for lost zone information.

Milo Medin suggests that:

e Zone info needs to be propogated to all.
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e Network/routing setup on “demand”.
o Information updates only when requested, and only at some minimum interval.
(The provider tells the requestor what the minimum interval is.).

Possible update events:

e Net added.

o Net deleted.

e Net hop count.

e Zone name changes.

Greg Minshall suggests that these update events are not needed or interesting for
users.

Tickling

¢ Routers must attempt to notify other connected routers when going down.

e Routers MAY tickle at some minimal rate.

e If tickling is not used, routers must guard against sending data to hosts/paths
that may have disappeared.

Issues

e Zone remapping details

e Surpassing the 15 hop limit when loops

¢ Minimum required routing information exchange, including option negotiation
e Underlying reliable transport mechanism

e Determination of retransmission times

It was suggested that we do not do zone name remapping, it is a protocol violation,
and applications pass zone names around. We know about NBP and RTMP packets,
but there will be others. However if there is no mapping, then there will be zone
name conflicts between ASs.

Underlying Reliable Transport is TCP the transport mechanism for routing informa-
tion? There was a long discussion about this, but the bottom line was, stick with
UDP.

Minimum Routing Exchange

e Routing protocol

e Pure configuration
Centralized administration
Alternate routing protocol



120 CHAPTER 3. AREA AND WORKING GROUP REPORTS
We need to add ZIP get zone list support and zone name change updates to the
routing protocol.

When a zone comes back in a reply, we need to allow unknown net numbers to come
back too. Oppenheimer points out that not everyone uses NBP, so network numbers
must be known in advance.

Server returns update validity interval. Client asks for update info when interval
expires, and if the client still cares.

It was suggested that the protocol proposed will scale to 100s but not 1000s.

Shiva wants all options negotiable: what parts of the protocol are performed, and
negotiate who you are talking to to try out special ideas.

The next meeting is January 9, 1991 before MacWorld in an S.F. hotel.

Attendees

Gregory Bruell gob@shiva.com

Philip Budne phil@shiva.com

Cyrus Chow cchowQorion.arc.nasa.gov
James Dray dray@stil.ncsl.nist.gov
Karen Frisa karen.frisa@andrew.cmu.edu
John Gawf ncar!cmpatsys!gavf

Michael Horowitz mah@shiva.com

Holly Knight hollyQapple.com

Philip Koch philip.koch@dartmouth.edu
Louise Laier appleLink@laierl

Nik Langrind nik@shiva.com

Joshua Littlefield josh@cayman.com

John Mason Masoni@applelink.apple.com
Milo Medin medin@nsipo.nasa.gov

Greg Minshall minshall@wc.novell.com
Alan Oppenheimer oppenheimeriQapplelink.apple.com
Brad Parker brad@cayman.com

Mark Seger segerQasds.enet.dec.com
John Seligson farcomp ! johnsel@apple. com
Frank Slaughter fgs@shiva.con

John Veizades veizades@apple.com

A. Lee Wade wade@discovery.arc.nasa.gov

Jonathan Wenocur jhw@shiva.com
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3.2.5 IP over FDDI (fddi)

Charter

Chair(s):
Dave Katz, dkatz@merit.edu

Mailing Lists:
General Discussion: FDDI@merit.edu
To Subscribe: FDDI-request@merit.edu

Description of Working Group:

The IP over FDDI Working Group is chartered to create Internet Stan-
dards for the use of the Internet Protocol and related protocols on the
Fiber Distributed Data Interface (FDDI) medium. This protocol will
provide support for the wide variety of FDDI configurations (e.g., dual
MAC stations) in such a way as to not constrain their application, while
maintaining the architectural philosophy of the Internet protocol suite.
The group will maintain liason with other interested parties (e.g., ANSI
ASC X3T9.5) to ensure technical alignment with other standards. This
group is specifically not chartered to provide solutions to mixed media
bridging problems.

Goals and Milestones:

Done Write a document specifying the use of IP on a single MAC FDDI
station.
Aug 1990 Write a document specifying the use of IP on dual MAC FDDI

stations.
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CURRENT MEETING REPORT

Report not received
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3.2.6 IP over Switched Megabit Data Service (smds)
Charter

Chair(s):
George Clapp, meritec!clapp@bellcore.bellcore.com
Michael Fidler, ts0026@Qohstvma.ircc.ohio-state.edu

Mailing Lists:
General Discussion: smds@nri.reston.va.us
To Subscribe: smds-request@nri.reston.va.us

Description of Working Group:

The SMDS Working Group is chartered to investigate and to specify the
manner in which the Internet and the newly defined public network ser-
vice, Switched Multi-megabit Data Service, will interact. The group will
discuss topics such as addressing, address resolution, network manage-
ment, and routing.

Goals and Milestones:

TBD Specify clearly an efficient interworking between the Internet and
SMDS.
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CURRENT MEETING REPORT

Reported by George Clapp/Ameritech
SMDS Minutes
Review of Draft Document

The IP over SMDS Working Group met for two half-day sessions on Tuesday, Decem-
ber 4, 1990. The morning session was devoted to a close review of the second version
of the Internet Draft, “A Proposed Standard for the Transmission of IP Datagrams
over SMDS,” written by Joe Lawrence and Dave Piscitello. This document describes
the operation of IP over SMDS when a “logical IP subnetwork ”is provided over the
SMDS connectionless service.

Although there were many changes to the document to clarify meanings, to correct
minor errors, and to conform to normal RFC format, there were no changes in se-
mantics. (These changes have since been incorporated and interested persons may
obtain a copy of the revised internet draft through normal procedures.) It was noted
that the ARP hardware type code assigned to SMDS addresses is 14 (decimal).

Following the review, George Clapp announced that there would be a presentation of
the draft to the IETF plenary on Wednesday evening, December 5. This presentation
was preparatory to consideration by the plenary of whether to advance the draft to
“proposed standard” status.

The afternoon session was devoted to a review of the slides to be presented on Wednes-
day evening. (A copy of the slides should be included in the Minutes of that plenary
session.) Following a detailed review of the slides, the Working Group agreed to dis-
solve. The IP over SMDS Working Group is no longer in existence. If necessary, the
Working Group may reform to discuss issues concerning the contents of the document
which may arise in the future. Issues related to public, or “global”, IP connectivity
over SMDS will be discussed within the newly formed IP over Large Public Data
Networks Working Group (IPLPDN WG).

For your interest, the plenary agreed to advance the draft to “proposed standard”
status during the Wednesday evening session.

The Co-Chairs would like to express their appreciation and gratitude to the partici-
pants of the Working Group for their efforts in developing this document.

Attendees

Terry Bradley tbradley@wellfleet.com
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replogle@ncsa.uiuc.edu
manoel.rodrigues@att.com
rvs@proteon.com
schroder@bbn.com
smiddy@pluto.dss.com
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3.2.7 Point-to-Point Protocol Extentions (pppext)
Charter

Chair(s):
Stev Knowles, stev@ftp.com

Mailing Lists:
General Discussion: ietf-ppp@ucdavis.edu
To Subscribe: ietf-ppp-request@ucdavis.edu

Description of Working Group:

The Point-to-Point Protocol (PPP) was designed to encapsulate multiple
protocols. IP was the only network layer protocol defined in the original
documents. The Working Group is defining the use of other network
level protocols and options for PPP. The group will define the use of
protocols including: bridging, ISO, DECNET (Phase IV and V), XNS, and
others. In addition it will define new PPP options for the existing protocol
definitions, such as stronger authentication and encryption methods.

Goals and Milestones:

Aug 1990 The main objective of the Working Group is to produce an RFC or
series of RFCs to define the use of other protocols on PPP.
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3.2.8 Router Discovery (rdisc)

Charter

Chair(s):

Steve Deering, deering@xerox.com

Mailing Lists:

General Discussion: gw-discovery@gregorio.stanford.edu
To Subscribe: gw-discovery-request@gregorio.stanford.edu

Description of Working Group:

The Router Discovery Working Group is chartered to adopt or develop a
protocol that Internet hosts may use to dynamically discover the addresses
of operational neighboring gateways. The group is expected to propose
its chosen protocol as a standard for gateway discovery in the Internet.

The work of this group is distinguished from that of the Host Configu-
ration Working Group in that this group is concerned with the dynamic
tracking of router availability by hosts rather than the initialization of
various pieces of host state (which might include router addresses) at
host-startup time.

Goals and Milestones:

Done

Done

Done

Done

Created Working Group; established and advertised mailing list.
Initiated email discussion to identify existing and proposed proto-
cols, for router discovery.

Held first meeting in Palo Alto. Reviewed 9 candidate protocols,
and agreed on a hybrid of cisco’s GDP and an ICMP extension
proposed by Deering.

Held second meeting in Tallahassee. Reviewed the proposed proto-
col and discussed a number of open issues.

Held third meeting in Pittsburgh. Discussed and resolved several
issues that had been raised by email since the last meeting. Draft
specification of router discovery protocol to be ready by next meet-
ing. Experimental implementations to be started.
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Meet in Vancouver. Review draft specification, and determine any
needed revisions. Evaluate results of experimental implementations
and assign responsibility for additional experiments, as required.
Submit the specification for publication as a Proposed Standard
shortly after the meeting.

Revise specification as necessary, based on field experience. Ask the
IESG to elevate the protocol to Draft Standard status. Disband.
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3.2.9 Router Requirements (rreq)
Charter

Chair(s):
James Forster, forster@cisco.com
Philip Almquist, almquist@jessica.stanford.edu

Mailing Lists:
General Discussion: ietf-rreq@Jessica.Stanford.edu
To Subscribe: ietf-rreq-request@Jessica.Stanford.edu

Description of Working Group:

The Router Requirements Working Group has the goal of rewriting the
existing Router Requirements RFC, RFC-1009, and a) bringing it up to
the organizational and requirement explicitness levels of the Host Require-
ments RFC’s, as well as b) including references to more recent work, such

as the RIP RFC and others.
The purposes of this project include:

e Defining what an IP router does in sufficient detail that routers from
different vendors are truly interoperable.

e Providing guidance to vendors, implementors, and purchasers of IP
routers.

The requirements developed will be split into two volumes. The first will
cover link layer protocols and address resolution. The second will cover
everything else. We intend that the link layer protocol document will
apply not only to routers but also to hosts and other IP entities.

The Working Group will also instigate, review, or (if appropriate) produce
additional RFC’s on related topics.

Goals and Milestones:

Aug 1990 First Internet Draft version of the upper layer volume.
Oct 1990 First Internet Draft version of the link layer volume.
Dec 1990 Second Internet Draft version of both volumes.

Feb 1991 Third Internet Draft version of both volumes.
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CURRENT MEETING REPORT

Reported by Richard Smith/Datability, Walt Wimer/CMU
Tony Staw/DEC and Philip Almquist/Consultant

RREQ Minutes

The Router Requirements Working Group held a grueling but very productive series
of meetings in Boulder. Although the Link Layer Requirements document is unfortu-
nately on hold, we are on target to complete the Router Requirements document on
schedule, after the March IETF Meeting. The Chair would particularly like to thank
the note takers (Richard Smith, Walt Wimer, and Tony Staw) and those hardy souls
who attended all of the sessions.

On Monday afternoon, the Chair conducted a brief orientation session, intended pri-
marily for those who would be attending a Router Requirements meeting for the first
time. Alsoin attendance were several long-standing Working Group participants (who
helped answer the hard questions) and a number of people who were just generally
interested in learning more about the Router Requirements effort.

Tuesday morning was devoted to careful review of the first part of the (then current)
Router Requirements draft (rreq/rreq.doc.v6, available via anonymous FTP from
Jessica.Stanford. EDU). The most notable issues raised were:

o Conformance: There is substantial concern in at least a few quarters that MUST
and SHOULD don’t mean the same thing in Router Requirements as they do
in Host Requirements, since Router Requirements explicitly allows conformant
systems to have configuration options which allow them to be configured to act
in a non-conformant manner (Host Requirements is silent on this topic). Purists
thought that this is a terrible idea, while most vendors insisted that this is
necessary if vendors are expected to produce conformant products. Consensus
was not reached on any changes.

o Fragmentation: There was prolonged debate on the details of how fragmentation
should be done. The underlying issue was a tradeoff between maximizing router
performance and maximizing the likelihood that an end system whose network
interface has inadequate buffering will be able to successfully reassemble. It was

finally resolved to allow implementors to make that tradeoff however they saw
fit.

Wednesday morning session was divided among several activities. Most of the session
was devoted to:
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e Coordination with the Security Area: Steve Crocker (IETF Security Area Di-
rector) gave a brief presentation describing the IETF Security Area and his
views on the overlap between routers and security. This provoked some lively
discussion of the issues. Steve also announced that he has asked Mike StJohns
to undertake ongoing liason between the Security Area and the Router Require-
ments Working Group.

e Discussion of Route Lookup Algorithms: We discussed the (then current) draft
of a paper called “Ruminations on the Next Hop” by Philip Almquist (rreq/rparadigm.psf.
available via anonymous FTP from Jessica.Stanford. EDU). This paper is con-
cerned primarily with how a router which is simultaneously running more than
one routing protocol (or multiple instances of a single routing protocol) might
decide how to route packets. The results of this discussion will be reflected in
a revised version of the paper, planned for early 1991.

Noel Chiappa, Our IETF Area Director, asked us to spend the rest of the Wednesday
session discussing a couple of issues of interest to the IESG:

o IGP Standards: Most of the group felt that the IESG’s stated prerequisite for
making a choice (significant operational experience with at least one of the
candidate protocols) had been met. Although neither has been tested in a truly
large and complex network, it is unreasonable to expect that a remedy will be
found that any time soon, given that today’s networks have been designed to be
topologically simple enough to work (at least marginally well) using the older
protocols. A clear majority of those present, including all who had operational
OSPF networks, felt that it should be recommended to the IESG that OSPF
be chosen as the Internet standard IGP. However, Dual IS-IS also had some
vocal support, as did the view that routers should implement both OSPF and
Dual IS-IS. Despite the disagreements over the protocols, there seemed to be
general agreement that resolution of this issue by the IAB is an important
prerequisite for completion of Router Requirements. The issue is far too critical
to interoperability to be ignored by any useful router standard.

e Size and Semantics of the IP TOS Header Field: We decided to recommend
to the IESG that TOS ought to be a four bit field, comprising the three bits
defined in RFC-791 and the adjacent bit which is defined as reserved in RFC-791
but as part of the TOS in RFC-1122. This bit would be defined as “minimize
(monetary) cost”. The remaining bit added to TOS by RFC-1122 would revert
to being reserved. The meaning of a TOS field in which more than a single bit
was set was left “for further study”.

Thursday morning and Thursday evening were consumed by a careful review of the
remainder of the Router Requirements draft. Major topics included:
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e The Operations And Maintenance Chapter: There was some debate about how
appropriate it was for the standard to make requirements about “non-protocol”
issues as diagnostics, provisions for out of band access, and loading and dumping
of software. For the most part it was mostly concluded that it was quite ap-
propriate, though in some cases it was decided to water down the requirements
proposed in the draft.

e The Routing Protocols Chapter: Although this chapter generated little heated
debate, considerable time was spent examining it carefully and noting places
where it needs additional fleshing out. It was particularly noted (but also noted
that the group was were too tired to resolve just then) that it was difficult
to understand the “right” way to leak routing information between routing
protocols.

e Redirects and Destination Unreachables: There were long discussions about
when it was appropriate to generate several of the classes of ICMP Unreachable
messages. There was also a related debate about whether it is ever appropriate
to generate the various network (as opposed to host) forms of Unreachables and
Redirects. The answer to the latter question turned out to be no, since only
nonconformant hosts treat the two forms differently.

Attendees

Philip Almquist almquistQjessica.stanford.edu
William Barns barns@gateway.mitre.org
Ronald Broersma ron@nosc.mil

Stewart Bryant bryantQenet.dec.com

Duane Butler dmb@network.com

Ross Callon callon@bigfut.enet.dec.com
Robert Collet /pn=robert.d.collet/o=us.sprint/admd=telemail/c=us/@sprint. com
Steve Crocker crockerQtis.com

Steve Deering deering@xerox.com

Kurt Dobbins dobbins@ctron.com

Avri Doria avriQclearpoint.com

James Dray dray@stl.ncsl.nist.gov

Dino Farinacci dinoQesd.3com.com

Jeffrey Fitzgerald jjfefibercom.com

Jeff Forys forys@cs.utah.edu

Vince Fuller vaf@Standford.EDU

James Galvin galvin@tis.com

Martin Gross gross@polaris.dca.mil

Chris Gunner gunnerQosicwg.enet.dec.com
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Jeffrey Honig
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Frank Kastenholz
Tom Kessler
Stev Knowles
Alex Koifman
William Kutz
John Lekashman
Mark Leon
Joshua Littlefield
Gary Malkin
Donald Merritt
James Mostek
Brad Parker
Michael Reilly
Yakov Rekhter
Ken Schroder
John Seligson
Keith Sklower
Richard Smith
Michael St. Johns
Tony Staw
Roxanne Streeter
Osamu Takada
Glenn Trewitt
Jonathan Wenocur
Walter Wimer
Cathy Wittbrodt
Richard Woundy
Fei Xu
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3.2.10 Service Location Protocol (svrloc)

Charter

Chair(s):

John Veizades, veizades@apple.com

Mailing Lists:
General Discussion: srv-location@apple.com
To Subscribe: srv-location-request@apple.com

Description of Working Group:

The Services Location working group is chartered to investigate proto-
cols to find and bind to service entities in a distributed internetworked
environment. Issues that must be addressed are how such a protocol
would interoperate with existing directory based services location proto-
cols. Protocols that would be designed by this group would be viewed as
an adjunct to directory service protocols. These protocols would be able
to provide a bridge between directory services and current schemes for
service location.

The nature of the services location problem is investigative in principle.
There is no mandate that a protocol should be drafted as part of this
process. It is the mandate of this group to understand the operation
of services location and then determine the correct action in their view
whether it be to use current protocols to suggest a services location archi-
tecture or to design a new protocol to compliment current architectures.

Goals and Milestones:

Done Open discussion and determine if a working group should be formed.

Mar 1991 Continue discussion trying to refine the problem statement and pos-
sible resolutions.

Jul 1991 Do we take the RFC track or do we write a report on our conclusion
and leave it at that?
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CURRENT MEETING REPORT

Reported by John Veizades/Apple
Resource Location BOF Minutes

At the Boulder IETF meeting a group got together for an informal Birds of a Feather
session to discuss the issue of finding resources in an internetworked environment.
John Veizades from Apple and Steve Deering from Xerox lead the meeting.

The meeting included a presentation of work in progress at the University of Colorado,
Boulder. Michael Schwartz presented work he has done on the location of personal
:nformation in an interneted environment. Paper describing his work can be found
on latour.colorado.edu in the directory /pub/RD.Papers/.

Ralph Droms talked about his work on the Knowbot services.

John Veizades gave a description of two protocols that are used for the finding of
arbitrary services in an interneted environment:

e Name Binding Protocol used by the AppleTalk protocol family to find services.

e Network Binding Protocol which is part of the Xerox Network System (XNS)
protocol family.

The group came to the conclusion that a Working Group should be formed to look
into resource and service location metaphors.

Although the Chair is still to be determined, an interest list will be formed and an
announcement of the interest list and the Working Group Charter is forthcoming.

Attendees

Steve Alexander steveaQi88.isc.com

Scott Bradner sob@harvard.edu

Theodore Brunner tob@thumper.bellcore.com
Randy Butler rbutler@ncsa.uiuc.edu
Vinton Cerf vcerf@NRI.Reston.VA.US
Steve Deering deering@xerox.com

Ralph Droms droms@bucknell.edu

Peter Ford peter@lanl.gov

Karen Frisa karen.frisa@andrew.cmu.edu

Debbie Futcher dfutche@relay.nswc.navy.mil
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Carol Ward cward@spot.colorado.edu

David Wood demwood@spot .colorado. edu
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3.2.11 Special Host Requirements (shr)
Charter

Chair(s):
Bob Stewart, rlstewartQeng.xyplex.com

Mailing Lists:
General Discussion: ietf-hosts@nnsc.nsf.net
To Subscribe: ietf-hosts-request@nnsc.nsf.net

Description of Working Group:

The Special-purpose Host Requirements Working Group is chartered to
clarify application of the Host Requirements RFCs (1122 and 1123) to
systems that are technically hosts but are not intended to support general
network applications. These special-purpose hosts include, for example,
terminal servers (a “Telnet host”), or file servers (an “FTP host” or an

“NFS host”).

The Host Requirements RFCs address the typical, general-purpose sys-
tem with a variety of applications and an open development environment,
and give only passing consideration to special-purpose hosts. As a result,
suppliers of special-purpose hosts must bend the truth or make excuses
when users evaluate their products against the Requirements RFCs. Users
must then decide whether such a product is in fact deficient or the require-
ments truly do not apply. This process creates work and confusion, and
undermines the value of the RFCs. The commercial success of the Inter-
net protocols and their use in increasingly unsophisticated environments
exacerbates the problem.

The Working Group must define principles and examples for proper func-
tional subsets of the general-purpose host and specifically state how such
subsets affect the requirements. The Working Group must determine the
balance between an exhaustive list of specific special-purpose hosts and
philosphy that remains subject to debate. For the most part, it should
be possible to base decisions on existing experience and implementations.
The special-purpose requirements will be stated as differences from the
existing RFCs, not replacements, and will refer rather than stand alone.

Since they define strict subsets of the Host Requirements RFCs, the
Special-purpose Host Requirements appear to be an easier job and can
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be developed and stabilized within 8-12 months. Most of the group’s
business can be conducted over the Internet through email.

Goals and Milestones:

Done

Aug 1990

Oct 1990

Nov 1990

Jan 1990
Feb 1990

Apr 1991
May 1991

Mailing list discussion of charter and collection of concerns.

First IETF Meeting: discussion and final approval of charter; dis-
cussion and agreement on approach, including models, format, level
and type of detail. Make writing assignments.

First draft document.

Second IETF Meeting: review first draft document, determine nec-
essary revisions. Follow up discussion on mailing list.

Revised document.

Third IETF Meeting: make document an Internet Draft. Continue
revisions based on comments received at meeting and over e-mail.

Final draft document.

Fourth IETF meeting: review final draft and if OK, give to IESG
for publication as RFC.
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3.3 Network Management Area

Director: Chuck Davin/MIT
Area Summary

Among the items of outstanding business in the Network Management Area, a number
were resolved at the December IETF meeting.

Uncertainty about the possible disposition of the Lan Manager MIB was resolved by
a consensus within the IESG that standardization of some version of its work is a
legitimate option for the IETF Lan Manager Working Group to consider. Accordingly,
the Working Group may now proceed to identify a final version of its work and assess
the need for its standardization.

The SNMP MIB 2 effort took a major step forward with the unanimous recommenda-
tion of the SNMP Working Group that MIB 2 be advanced to Draft Standard status.
IESG recommendation for this advancement was announced during the meeting.

The experience of the Alert Management Working Group will be captured by publi-
cation of two RFC documents describing the theory, methods, and observations that
resulted from its study of both architectural and congestive problems. Minor editing
of the final document text by the Working Group Chair will conclude this effort.

Among the new business at the December meeting was the organization of the SNMP
Network Management Directorate. The Directorate is the board that oversees the
evolution of the Internet Standard Management Framework and functions as a “cus-
todian of the architecture.” It assures that the activities of the various MIB Working
Groups within the Network Management Area are in concert both with one another
and with the requirements of the management architecture. To this end, it reviews
the output of MIB Working Groups for quality and consistency. The Directorate is
also charged with formulating and deliberating all changes or extensions to the stan-
dard management framework as these may be required. Its membership (appointed
jointly by the Director and the IETF Chair) is as follows:

T. Brunner, Bellcore J. Case, UTK

J. Davin, MIT F. Kastenholz, Racal-Interlan
K. McCloghrie, HLS D. Perkins, 3Com

M. Rose, PSI S. Waldbusser, CMU

S. Willis, Wellfleet Communications

In connection with its first meeting, the Directorate addressed a range of concerns.
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Owing to limitations of time and the large backlog of pending MIB specifications,
not all issues warranting Directorate attention could be conclusively discussed at this
meeting.

e The Directorate discussed its own administrative procedures.

e The Directorate spent considerable time reviewing a number of pending MIB
documents and architectural issues related thereto.

e In discussion of the process by which MIBs are developed, the Directorate drew
two conclusions that were reported to the IESG:

— The community could draw greater benefit than it now does from MIB im-
plementation experience if OBJECT IDENTIFIERs in the standard MIB
portion of the registration hierarchy were assigned earlier in the standard-
ization process than they now are.

— Because the process of MIB development outlined in the IAB policy state-
ment of RFC 1109 has served the community extremely well in meeting its
operational needs, that process should be pursued without major change
for the forseeable future.

As part of the ongoing business of the the Network Management Area, a number
of currently active Working Groups met. Some highlights of these Working Group
efforts are presented below. More detailed accounts of Working Group activities are
presented in the the Minutes of the respective Working Group meeting.

Remote Lan Monitoring

Internet Accounting
DECNet Phase IV MIB

The Remote LAN Monitoring MIB and Internet Accounting Working Groups both
met during the meeting. The Chairs of these Working Groups have undertaken to
coordinate their efforts with the Operational Statistics effort, so that instrumentation
needed in any of these contexts is provided in a non-redundant manner. In a similar
vein, the efforts of the DECNet Phase IV MIB Working Group will be coordinated
with the development of transmission layer MIBs in other Working Groups so as to
preclude duplicate instrumentation.

The OIM Working Group discussed three issues:

1. The Group reviewed the text of RFC 1189 and realized near consensus on a
proposal to replace the definition of the protocol stack over which the CMIP
operates.

2. The Group discussed the text of the OIM MIB 2 specification.

3. The Group concluded that the current IAB policy on the alignment of MIB
development efforts (RFC 1109) may need revisiting in order to minimize effort
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expended by cognate MIB development.

Character MIB

Significant progress was made in discussions in the Character MIB Working Group.
Three new Internet Drafts were considered.

Bridge MIB

Multiple document drafts have converged to a single version, and spirited discussion
of technical issues continues.

FDDI MIB

Discussion in the FDDI MIB Working Group neared closure: alignment of the FDDI
MIB with certain aspects of the Interface Extensions MIB is the principal remaining
issue, and the Working Group opted for its resolution in mailing list discussion.

SNMP

The SNMP Working Group meeting resulted in unanimous Working Group recom-
mendations on the disposition of a number of outstanding MIB efforts. As mentioned
above, the SNMP MIB 2 was recommended for advancement to Draft Standard sta-

tus. The 802.4 MIB, 802.5 MIB, DS1 MIB, DS3 MIB, and Concise MIB Definitions
documents were all recommended for advancement to Proposed Standard Status.

Transmission MIB

Owing to the conclusion of much of the work for which the Transmission MIB Working
Group was orginally chartered, this group is now disbanded. Any outstanding issues
or subsequent discussion of these MIBs will be conducted within the SNMP Working
Group.
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3.3.1 Bridge MIB (bridge)
Charter

Chair(s):
Fred Baker, fbakerQacc.com

Mailing Lists:
General Discussion: bridge-mib@nsl.dec.com
To Subscribe: bridge-mib-request@nsl.dec.com

Description of Working Group:

The Bridge MIB Working Group is a subgroup of the SNMP Working
Group, and is responsible for providing a set of SNMP/CMOT managed
objects which IEEE 802.1 Bridge Vendors can and will implement to allow
a workstation to manage a single bridged domain. This set of objects
should be largely compliant with (and even drawn from) IEEE 802.1(b),
although there is no requirement that any specific object be present or
absent.

Goals and Milestones:

May 1990 Publish initial proposal
Nov 1990 Submit an Internet Draft

Feb 1991 Submit draft for RFC publication
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CURRENT MEETING REPORT

Reported by Maurice Turcotte/Racal
BRIDGE Minutes

Fred Baker gave a recap of the Knoxville meeting and the subsequent activity on the
Bridge-Mib mailing list.

Fred then outlined the objectives of this meeting, which were

e to decide on which proposed MIB to pursue, and
e to then evaluate each of the MIB variables one by one. The two proposals were
Richard Fox’s and McCloghrie/Decker/Langille/ Rijsinghani’s.

Each MIB “camp” was asked to give an overview of their respective proposal. For
reference, “MDLR” is the Multiple Vendor MIB, and “Fox” is Richard Fox’s MIB in
the discussion that follows.

Richard Fox explained the historical background and philosophical underpinning of
his MIB. It was acknowledged that this proposal predated the other. His goal was to
have a MIB that was as general as possible, and did not favor one implementation
over another. He tried to tie the Source Routing and Transparent Bridge variables
together, more than has been done elsewhere. He also indicated that he felt we should
stay close to the IEEE specs. The high level organization of the MIB was presented. It
was organized into three main areas, Transparent Bridge, Spanning Tree, and Source
Routing.

Anil Rijsinghani presented the MDLR proposal. He explained the structure of the
MIB, as laid out on page 6 of the document, and explained that, for the most part,
it covered IEEE 802.1d Bridges.

Bob Stewart asked that we keep in mind the network manager, the human kind, in our
discussion. This precipitated a discussion of the definition of network management.
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After numerous folks had their say about the true meaning of network management,
it was proposed that each camp talk about the differences between the two proposals.

The main differences, other than organization, were in the Source Routing area. A
discussion revolved around the source routing cache table. The MDLR proposal had

none, and the Fox proposal had an optional table. These points were made primarily
by Keith McCloghrie and Richard Fox.

Another difference claimed by Richard Fox is that his MIB has multi-port source
routing capability, which explained why his MIB works and the other MIB fajls. Fred
Baker talked about the use of the Target Segment to do multi-port bridging via a
“virtual ring” in the bridge. Anil Rijsinghani pointed out the the real question here
was whether an implementation should be inferred by the MIB.

Keith McCloghrie noted that a significant difference is the size of the MIB, the MDLR
MIB having 70 odd variables and the Fox MIB having 132. There was some confusion
about the exact number, but Richard Fox said that he included more than necessary
with the hope of removing useless variables as part of the RFC process.

The discussion of the respective MIB proposals ended there, with Bob Stewart and
Maurice Turcotte both making the points that the MLDR MIB was more mature,
largely due to the Knoxville meeting, and that the Fox MIB had more strength in the
source routing area.

The respective authors were allowed to leave the room, and a consensus was reached
in their absence. We agreed to continue with the MLDR draft and invite Richard Fox
to be added as an author, if he wanted to contribute to the document. His expertise
in Source Routing was acknowledged and solicited.

We then attempted to move on to the objects. First, however, a discussion of the
Bridge/Router model errupted. This contentious issue became apparent when the
relationship between the ifTable counts and the bridge port counts was brought up
for discussion. It took the remainder of the morning session and a good deal of
the afternoon session to agree to disagree. The one point that seemed unanimous,
however, was that counts on an interface could not replace the counts on a bridge
port. In other words, ifInOctets in MIB I/II may not have anything to do with
bridgePortInOctets, if such a thing existed, which it doesn’t.

There were two interconnected architectural issues involved in the Bridge/Router
model discussions. The first addresses the question “Where is the ifTable?”. The
second deals with the question, “Where are packets counted?”.
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A small but vociferous group maintained the the MIB I/II if group is between layers
and not necessarily associated with hardware. In the bridge case, the ifTable variables
refer to traffic destined for this bridge, and traffic that is forwarded by the bridge
should not be counted in the ifTable. The picture looks like this:

- —— - - ——— -
—— —————————— ——— -

The rationale for this picture is that the ifTable is intended to count traffic that is
destined for the local Network Element and that bridged traffic is merely passed on

by the MAC layer.



3.3. NETWORK MANAGEMENT AREA

In the process of tossing this idea around, another picture emerged:
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The difference here is that there are interfaces (ifTableEntries) both above and below

the bridge layer. Some attendees liked this picture.

The remainder, and the majority, favored one of these two pictures:
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or

————— -——— -

The main point here is that the if Table counts all traffic that is received or transmitted
by the 802.x port. For a bridge this means an Ethernet chip put in promiscuous mode
receives and counts a LOT of traffic.

The difference between the two previous pictures illustrates the second issue. There
were three camps present. The first thought that all traffic entering a bridge should
be directed to the bridge software. This means that the counts on a bridge port basis
are redundant, and the ifTable counts in MIB I/11 are sufficient. The picture:

The second point of view was that locally destined packets, from the bridge point of
view, should not be counted in the bridge software instrumentation, largely because
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the bridge software never sees this traffic. This traffic may be forwarded by a higher
layer, such as a router or trap exploder. The point is that each incoming packet goes
to one and only one software layer, even if it is a multicast. The picture:

The third point of view held that incoming traffic, multicast in particular, may be
directed, and counted, in more than one software module. The same picture applies,
with the distinction that the paths are shared.

The architectural issues were discussed at great length, and closure was not reached.
It was decided to carry on the discussion via mail on the net.

The final topic discussed in the afternoon had to do with filtering. Fred Baker gave
an overview of the IEEE 802.1d definition, and then reviewed the proposal that was
put out on the net as a result of the Knoxville meeting. It was pointed out that
everyone does filtering in their own way and reaching consensus may be impossible
and best left up to the enterprise MIB:s.

Bob Stewart suggested that an alternative was to define every possible type of filter
and use an Object ID to define which one is used by this bridge.

Anil Rijsinghani presented the IEEE 802.1d approach and argued for including it as
an optional table. A suggestion was also made that it might be extended to include
source addresses.

A consensus was reached to include this table as Optional, without source addresses.
This represents a middle ground between camps wanting no static filtering, 802.1
static filtering, and rather complete source and destination address filtering.
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It was also agreed to include the number of ports as part of the MIB.

It was agreed that static and permanent forwarding table entries appeared the same
in the MIB. The distinction is that permanent entries are saved on some reliable
storage medium and present at startup. For the bridge MIB there is no distinction.
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3.3.2 Character MIB (charmib)
Charter

Chair(s):
Bob Stewart, rlstewart@eng.xyplex.com

Mailing Lists:
General Discussion: char-mib@decwrl.dec.com
To Subscribe: char-mib-request@decwrl.dec.com

Description of Working Group:

The Character MIB Working Group is chartered to define an experimental
MIB for character stream ports that attach to such devices as terminals
and printers.

The Working Group must first decide what it covers and what terminology
to use. The initial thought was to handle terminals for terminal servers.
This directly generalizes to terminals on any host. From there, it is a
relatively close step to include printers, both serial and parallel. It also
seems reasonable to go beyond ASCII terminals and include others, such
as 3270. All of this results in the suggestion that the topic is character
stream ports.

An important model to define is how character ports relate to network
interfaces. Some (a minority) terminal ports can easily become network
interfaces by running SLIP, and may slip between those states.

Given the basic models, the group must select a set of common objects of
interest and use to a network manager responsible for character devices

Since the goal is an experimental MIB, it may be possible to agree on a
document in 3 to 9 months. Most of the group’s business can be conducted
over the Internet through email.

Goals and Milestones:

Aug 1991 Discussion and final approval of charter; discussion and agreement
on models and terminology. Make writing assignments.

Nov 1990 First draft document, discussion, additional drafts, special meeting?

Dec 1990 Review latest draft and if OK, give to IESG for publication as RFC.
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CURRENT MEETING REPORT

Reported by Bob Stewart/ Xyplex
CHARMIB Minutes

The Character MIB Working Group held its third meeting at the IETF meeting in
Boulder. The meeting was well attended, with representatives of many terminal server
companies and other interested parties. Overall, the meeting showed good consensus
and resulted in the completion of the business at hand. As a result, following edits
based on the meeting and summarized below, we have three MIB drafts that are
ready for initial implementation.

Agenda

e Discuss the Following Three Internet Drafts.

— draft-ietf-charmib-charmib-00.txt
— draft-ietf-charmib-rs232like-00.txt
— draft-ietf-charmib-parallelprinter-00.txt

e Discuss Implementation Plans.

We discussed the issue of permanent versus operational database. We decided to
leave such a distinction as implementation specific and to say so in the specification.
This general issue was to be mentioned in the SNMP meeting.

We discussed the approach to action variables (such as charPortReset). The specific
questions were whether the apparent autoreset of the value is acceptable, and why not
use a write-only value. The editor explained that the approach in the specification
was taken after recommendations from some of the SNMP gurus on the mailing list.

The Chair is to obtain official experimental MIB object identifier numbers for the
three MIBs.

The group would like a better understanding of the life cycle of an experimental MIB.
So would the Chair.

We discussed the life cycle of a charPortIndex as compared to an ifIndex. They’re
basically the same, with the same restrictions, which have been discussed quite thor-
oughly in the greater SNMP context.

We decided to count the BREAK condition as a character on the basis that it is a
significant event on the data lines. Furthermore, the character counters are to include
all characters, such as XON and XOFF.
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We decided to add charLastChange, to operate similarly to ifLastChange.

We decided to add charPortSessionMaximum to indicate the maximum number of
sessions allowed on the port. A value of -1 indicates no maximum. Setting the
maximum to less than the current number of sessions has unspecified results.

In page-by-page review, we agreed on the following specific edits to the Character
MIB:

® Page 7, remove the double negative in the second full sentence. No change of
meaning.

e Page 11, charPortIndex description “network management system” becomes
“network management agent”. The same change applies to the other two MIBs.

e Page 12 and page 17, charPortReset and charSessKill, add “in response to a
get-request or get-next-request” to statement on returning “ready”.

e Page 12, charPortAdminStatus and charPortOperStatus, change “test” to “main-
tenance” and use test as an example.

e Page 17, remove charSessName.
e Page 18, remove “active” from charSessState.

e Page 18, change type of charSessProtocol to OBJECT IDENTIFIER and define
values for existing list plus local.

e Page 19, remove charSessRemoteName.

¢ Page 19, charSessConnectionld, indicate that the ob ject identifier should point
to the highest available related MIB, such as Telnet if available.

Page-by-page reviews of the RS-232 and Parallel MIBs resulted in no edits.

We discussed the parity, framing, and overrun counters in the RS-232 MIB, and
decided to keep them as they are.

In a quick, informal poll of who had implementation intentions, positive responses
were obtained from Hughes LAN Systems, Digital Equipment Corporation, Databil-
ity, Xylogics, and Xyplex.



168 CHAPTER 3. AREA AND WORKING GROUP REPORTS

Attendees
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3.3.3 DECnet Phase IV MIB (decnetiv)

Charter

Chair(s):

Jonathan Saperia, saperia@t cpjon.enet.dec.com

Mailing Lists:

General Discussion: phiv-mib@ jove.pa.dec.com
To Subscribe: phiv-mib-request@j ove.pa.dec.com

Description of Working Group:

The DECNet Phase IV MIB Working Group will define MIB elements
in the experimental portion of the MIB which correspond to standard
DECNet Phase IV objects. The group will also define the access mecha-
nisms for collecting the data and transforming it into the proper ASN.1
structures to be stored in the MIB.

In accomplishing our goals, several areas will be addressed. These include:
Identification of the DECNet objects to place in the MIB, identification
of the tree stucture and corresponding Object ID’s for the MIB elements,
Generation of the ASN.1 for these new elements, development of a proxy
for non-decnet based management platforms, and a test implementation.

Goals and Milestones:

Done

Done

Sep 1991

Dec 1990

Review and approve the charter and description of the Working
Group, making any necessary changes. At that meeting, the scope
of the work will be defined and individual working assignments will
be made.

Mailing list discussion of charter and collection of concerns.

Review first draft document, determine necessary revisions. Fol-
low up discussion will occur on mailing list. If possible, prototype
implementation to begin after revisions have been made.

Make document an Internet Draft. Continue revisions based on
comments received at meeting and over e-mail. Begin ‘real’ imple-
mentations.
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Mar 1990 Review final draft and if OK, give to IESG for publication as RFC.
Jul 1991 Revise document based on implementations. Ask IESG to make the

revision a Draft Standard.
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CURRENT MEETING REPORT

Reported by Jon Saperia/DEC

DECNETIV Minutes

At our meeting in Boulder we discussed/agreed on the following items:

1.

The general wording regarding a group’s STATUS will be, for example; The
implementation of the Network Management Group is mandatory for all systems
which implement session layer communications. For those groups which are
required for all systems regardless; we will use the standard wording - The
implementation of the Routing Layer Group is mandatory for all systems.

Using the approach described above, we discussed the following groups and
agreed as follows:

System Group - Required if Session Layer is iplemented Network Managment
Group - Required if Session Layer is implemented End Communications Layer
Group - Required if Session Layer is implemented

® Routing Group - Required
e Circuit Group - Required
o Adjacency Group - Required

There are other groups that we did not discuss and will be proposed as Required
unless they clearly do not make sense.

Chuck Davin asked if we could work with people developing an X.25 MIB to
see if our X.25 section could be moved out. Chris will investigate this. If we
can still effectively manage a decnet system with this change then we will move
the X.25 section out.

The phivExecPhysAddr object will be moved to the circuit group.

All variables which use decnet versions such as the Management version will be
treated not as sequences of INTEGERs but as DisplayStrings.

All enumerated types will not start with 0, they will start with 1 and a comment
will be made in the DESCRIPTION field of each ob ject when this change has
been made.

The phivSessionExecAddr ob ject will be moved to the routing group.

The Session Layer group will be combined with the Systems Group.
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9. Several objects need to be put into tables, this will be done before we put the
next revision out.

10. The object phivRouteMaxArea will be moved to the area group.

11. The SubAddr objects currently in the Routing group will be moved to the X.25
group.

12. The phivCircuitCommonType object will be modified to look like:

phivCircuitCommonType OBJECT-TYPE

SYNTAX INTEGER {
DDCMP POINT (0)
DDCMP CONTROL (1)
DDCMP TRIBUTARY (2)
X25 (3)
DDCMP DMC (4)
Ethernet (6)
cI (7)
QP2 DTE20 (8)
BISYNC (9)
FDDI (15)
),

ACCESS read-only

STATUS mandatory

DEFINITION
"Represents the type of the circuit. For X.25 circuits, the
value must be set to X25. For DDCMP and Ethernet circuits it
is read only and is the same value as the protocol of
the associated line."

+:= { circuit 5 }

13. The follwing objects will be moved to the adjacency group:
phivCircuitExecAdjacentNodeNa,me
phivCircuitExecAdjacentNodeAddr

14. The phivLineCounterTimer object will be deleted.

15. The phivLineDevice object will now be a DisplayString and the Communication
DEVICE mnemonics section of the DESCRIPTION will be deleted.
Nick will look through the level 1 routing information to see if this is required
for end systems.
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We did not have time to cover all items, but a great deal was accomplished. OQur
current goal is to have a draft we feel comfortable putting in the drafts directory by
the end of January.

Attendees
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3.3.4 FDDI MIB (fddimib)
Charter

Chair(s):
Jeffrey Case, case@cs.utk.edu

Mailing Lists:
General Discussion: fddi-mib@CS .UTK.EDU
To Subscribe: fddi-mib-request@CS.UTK.EDU

Description of Working Group:

The primary goal of the FDDI MIB working group is to define a MIB for
FDDI devices with objects which are based on those defined in the ANSI

FDDI specifications and are compliant with the Internet standard SMI,
MIB, and SNMP.

Goals and Milestones:

Sep 1990 “Final” initial draft of required get /set variables.
Oct 1990 Initial implementations of required get/set variables.
Feb 1991 Revised “final” draft of required get/set variables.
Mar 1991 Adoption of draft of required get /set variables.

Mar 1991 Initial draft of traps (events) and actions.
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INTERIM MEETING REPORT

Reported by Jeff Case/U-Tenn
FDDI MIB Minutes

These Minutes were inadvertantly omitted from the Vancouver Proceedings.

The FDDI MIB Working Group met on June 12, 1990 in conjunction with the
INTEROP 90 SNMP Demo and FDDI Demo planning meetings in the Dallas - Fort
Worth area.

Goals

The goals were reviewed for the benefit of new participants. The primary goal is to
define an SNMP compliant MIB for FDDI devices with objects which are based on
those defined in the ANSI FDDI specifications. It is hoped that initial implementa-
tions can be completed in time for demonstration in early October.

The text of the current draft document was distributed and discussed. The majority
of the current text comes from the pertinent sections of the ANSI FDDI SMT spec-
ification. That text has been recast to align with RFC conventions and to comply
with the requirements of the SNMP, MIB, and SMI specifications. Only the mini-
mal required changes to the variables have been made and only the SMT variables
which were “required” have been retained. The intent is to have as close a relation-
ship between the SNMP and SMT management variables as is technically possible.
In general, corresponding objects will have the same semantics although they will
necessarily have different syntaxes.

Several issues were discussed and some were resolved.
Object Naming:

A leaf of the Experimental portion of the Internet tree has been allocated to FDDI:
£d4di := { experimental 8 }

One issue with respect to naming pertains to the object descriptors to be associ-
ated with each object. It is desirable that all identical objects have identical object
descriptors. On the other hand, it is desirable that no two different objects have
the same object descriptor. While there are no guarantees that object descriptors
are as globally unique as object identifiers, it is desirable for user interfaces that the
mappings be both convenient and unambiguous. Two extreme positions are to:

o Adopt the object descriptors from SMT without change, even when the seman-
tics and syntax of the underlying objects differ.



3.3. NETWORK MANAGEMENT AREA 177

e Adopt an entirely new set of object descriptors.

A compromise position was suggested — to use the SMT object descriptors as much as
possible, prefixing each with a standard prefix, and using different object descriptors
on those objects which are different from their SMT counterparts.

It was brought up that other experimental MIBs (such as 802.3 and 802.5) must also

be experiencing this problem and that it should be resolved in a consistent fashion
for all MIBs.

Another issue with respect to object naming pertains to the assignment of object
identifiers. The SNMP FDDI MIB is a subset of the SMT MIB at this time, with
gaps in the tree for the objects which have not been included. It was agreed that
whenever reasonably possible, the trailing portions of the object identifiers would be
assigned such that if it is ever decided to include some of the optional SMT ob jects
in the SNMP MIB, they can be assigned in a parallel fashion. That is, the numbers
will be assigned in a sparse manner. It costs little or nothing to do so. Any gaps in
the numbering will be reserved for future use.

Optional SMT Variables

Several minutes were spent discussing the inclusion of variables which are labeled as
optional in the ANSI document as optional in the SNMP FDDI MIB.

Discussion centered around the meaning of the word “optional”. In the SMT specifi-
cation, there are two kinds of optional variables. Some are defined as optional because
they pertain to an optional feature, and others which are completely optional, inde-
pendent of any FDDI feature or function. Optional in the Internet MIB pertains only
to optional functions. If a function is implemented, all its MIB variables must also
be implemented.

There were two points of view in the room — one that SNMP should only use the
mandatory variables, and second, that the entire SMT MIB should be carried over
into the SNMP MIB and let users decide which variables are useful.

The current draft includes only the variables that are listed as mandatory in the SMT
6.2 MIB.

Instance Identification

Instance Identifiers for MACs, PORTs, PATHs and ATTACHMENTS need to be de-
fined. MAC instance identifiers are defined correctly in version 0.2 of the document.
PORT instance identifiers are similar to MACs. They index into the port table,
starting at 1 up to {ddiSMTMaster-Ct + fddiSMTNon-Master-Ct. PATHs are orga-
nized as two tables, the PATHCLASS table and the NON-LOCAL PATH table. The
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PATHCLASS table has a maximum of two entries, one for local paths and one for
non-local paths. They are indexed 1 and 2. The NON-LOCAL PATH table has a
maximum of two entries, one for the primary path and one for the secondary path.
They are indexed 1 and 2. ATTACHMENT instance ids are identical to PORT ids.
In the case of a dual attach ATTACHMENT, indexing the ATTACHMENT table
with the PORT index for either PORT of the dual attachment will return the same
entry of the ATTACHMENT table. The entry will NOT be returned twice with a

powerful getnext.
Proxy Addressing

The proper mechanism(s) for addressing a particular SMT device via an SNMP to
SMT proxy were discussed. This problem is very similar to previous work with other
MAC layer devices such as bridges. Two possible solutions have been used in those
applications:

e Designate the target node through information contained in the community
field.

o Designate the target node through information contained in the instance portion
of the object name for each object.

Overloading the Community Field implies that every variable in the PDU is for
the same destination FDDI station. Thus the station is viewed as the system from
SNMP’s perspective. Appending to the instance identifier means that variables within
a single PDU can be directed at multiple stations within the LAN. Thus, the LAN is
the system and stations are part of that system.

The latter mechanism would have an effect on direct SNMP management of FDDI,
since all variables would need the appended addressing information. We could use a
convention of an appended 0 to mean the local SMT to the SNMP Agent.

Appending to each id can result in a lot of redundant addressing information when
variables are all intended for the same station. It also makes the powerful getnext
request complex for the proxy when it needs to locate the next lexicographically
increasing MAC address currently on the LAN.

This issue was left unresolved. The Chair will consult with other SNMP experts
about the issue and make an appropriate decision.

fddiSMTSetCounter AND fddiSMTSetTimeStamp

The variables fddiSMTSetCounter and fddiSMTSet TimeStamp were recombined to
make fddiSMTSetCount. It is defined as OCTET STRING SIZE(12). This allows
the full set count to be accessed as a single variable to maintain consistency between
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the counter and the timestamp. This change will be reflected in the next draft.
Actions and Events

Much work remains to be done on the mapping of SMT actions and events into their
SNMP counterparts. This will be pursued in future versions of the draft MIB.

Next Meeting:

The next meeting of the FDDI MIB Working Group will be held in conjunction with
the IETF plenary to be held at the University of British Columbia, July 31 - August
3, 1990.

Acknowledgement
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CURRENT MEETING REPORT

Reported by Jeff Case/U-Tenn
UBC Minutes

These minutes were inadvertantly omitted from the Vancouver Proceedings. The
FDDI MIB Working Group met in conjunction with the IETF plenary at the Univer-
sity of British Columbia. The goals of the group were reviewed for the benefit of new
participants. The text of the current draft document was distributed and discussed.

The primary technical output of the meeting resulting from the review of the current
draft was a decision to restructure the variable groups so as to allow a single network
application entity (agent) to support more than one SMT.

Future work will entail:

Review and comment on the mandatory get/set variables defined thus far,
Gaining implementation experience with the above,

Engineering ANSI events and actions into traps and MIB variables in accord
with Internet standards, and

e Addressing optional groups.

Bert Williams (Synernetics) and Rich Fox (SynOptics) volunteered to work on the
text for the optional variables and to forward them to the Chair for inclusion in the
draft at an appropriate time.

Current Draft:

The text of the current draft may be obtained via ftp from anonymous(guest)/pub/fddimib/fddi-
mib.txt at cs.utk.edu.

Next Meeting:

The next meeting of the FDDI MIB Working Group is tentatively scheduled to be
held in in conjunction with INTEROP ’90. The primary topic of discussion will be
to review implementation experiences and interoperability issues uncovered in the
preparation for and performance of the INTEROP event. As plans for the meeting
are finalized, they will be announced via the mailing list.

Attendees

Stephen Adams decwrl: : "adams@zeppo"
William Anderson wda®mitre-bedford.org
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Chet Birger

Jack Brown

Eric Brunner
Jeffrey Case
Asheem Chandna
Cho Chang

Chris Chiotasso
Paul Ciarfella
John Cook

cbirgerQcoral.com
jbrown@huachuca-emh8.army.mil
brunner@monet .berkeley.edu
case@cs.utk.edu
acO@mtuxo.att.com
chang_cQapollo.hp.com
chrisQroswell.spartacus.com
ciarfella@Qlevers.enet.dec.com
cook@chipcom.com

James (Chuck) Davin
Nadya El-Afandi
Jeffrey Fitzgerald
Richard Fox

Stanley Froyd

Peter Hayden

Satish Joshi

Jay Kadambi

Frank Kastenholz

jrd@ptt.lcs.mit.edu
nadya@network.com
jjfefibercom.com
sytek!rfox@sun.com
sfroyd@salt.acc.com

hayden@levers.enet.dec.com

sjoshi@synoptics.com
jaykQ@iwlcs.att.com
kasten@interlan.com

Jim Kinder

John LoVerso
Keith McCloghrie
David Perkins
James Reeves
Jim Reinstedler
Raphael Renous
Marshall Rose
Craig Smelser
Sally Tarquinio
Dean Throop
William Townsend
Sudhanshu Verma
Bert Williams
Mark Wood

jdk@fibercom.com
loversoQwestford.ccur.com
kzm@hls.com
dave_perkins@3com.com
jreeves@synoptics.com
jimrQub.com

mrose@psi.com

sally@gateway@mitre.org
throop@dg-rtp.dg.com
townsend@xylogics.com
verma®hpindbu.cup.hp.com
bert.synernetics@mailgate.synnet.com
mark1Qiw/cs.att.com
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CURRENT MEETING REPORT

Reported by Jeff Case/UTenn
FDDIMIB Minutes

Agenda

e Review goals.

e Report on activities and status in the ANSI X3T9.5 meeting.

e Discussion of Implementation Experience with Draft 0.5.

e Discussion of changes and corrections found in Draft 0.7 including the new
concise MIB format.

e Discussion of new elements (Actions) found in Draft 0.7.

e Looking ahead.

Attendees

Alan Apt 76307 .3176Qcompuserve.com
Jack Brown jbrown@huachuca-emh8.army.mil
Jeffrey Case case@Qcs.utk.edu

Cho Chang chang_cQapollo.hp.com

Chris Chiotasso chris@roswell.spartacus.com
Paul Ciarfella ciarfella@levers.enet.dec.com
Burt Cyr burtQuncng.com

James (Chuck) Davin jrd@ptt.lcs.mit.edu

Nadya El-Afandi nadya@network.com

Richard Fox sytek!rfox@sun.com

Debbie Futcher dfutche@relay.nswc.navy.mil
Scott Hiles whiles@relay.nswc.navy.mil
Satish Joshi sjoshi@synoptics.com

Frank Kastenholz kasten@interlan.com

Shimshon Kaufman

Jim Kinder jdk@fibercom.com

Christopher Kolb kolb@psi.com

Cheryl Krupczak clefor@secola.columbia.ncr.com
Peter Lin lin@eng.vitalink.com

Keith McCloghrie kzm@hls.com

Donna McMaster mcmaster@davidsys.com

David Perkins dave_perkins@3com.com

James Reeves jreeves@synoptics.com

Anil Rijsinghani anil@levers.enet.dec.com

Marshall Rose mrose@psi.com
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Jonathan Saperia saperiaQtcpjon.enet.dec.com

Jeffrey Schiller jis@mit.edu

Kaj Tesink kajOnvuxr.cc.bellcore.com

Dean Throop throop@dg-rtp.dg.com

Bert Williams bert.synernetics@mailgate.synnet.com

Jeff Young jsyQcray.com
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3.3.5 Internet Accounting (acct)
Charter

Chair(s):
Cyndi Mills, cmills@bbn.com

Mailing Lists:
General Discussion: accounting-wg@bbn.com
To Subscribe: accounting-wg-request@bbn.com

Description of Working Group:

The Internet Accounting Working Group has the goal of producing stan-
dards for the generation of accounting data within the Internet that can be
used to support a wide range of management and cost allocation policies.
The introduction of a common set of tools and interpretations should ease
the implementation of organizational policies for Internet components and
make them more equitable in a multi-vendor environment.

In the following accounting model, this Working Group is primarily con-
cerned with defining standards for the Meter function and recommending
protocols for the Collector function. Individual accounting applications
(billing applications) and organizational policies will not be addressed,
although examples should be provided.

Meter <-> Collector <-> Application <-> Policy

First, examine a wide range of existing and hypothetical policies to un-
derstand what set of information is required to satisfy usage reporting
requirements. Next, evaluate existing mechanisms to generate this in-
formation and define the specifications of each accounting parameter to
be generated. Determine the requirements for local storage and how pa-
rameters may be aggregated. Recommend a data collection protocol and
internal formats for processing by accounting applications.

This will result in an Internet Draft suitable for experimental verification
and implementation.

In parallel with the definition of the draft standard, develop a suite of
test scenarios to verify the model. Identify candidates for prototyping
and implementation.
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Goals and Milestones:

Done Policy Models Examined.

Aug 1990 Meter Working Draft Written.

Nov 1990 Collection Protocols Working Papers Written.
Feb 1991 Meter Final Draft Submitted.

Feb 1991 Collection Protocol Working Papers Reviewed.

May 1991 Collection Protocol Recommendation.
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CURRENT MEETING REPORT

Reported by Cyndi Mills/BBN
ACCT Minutes

Agenda

Review and Revise:

Document

Internet Accounting Background Editor: Don Hirsh, hirsh@meridiantc.com

e Internet Accounting Architecture Editor: Cyndi Mills, cmills@bbn.com

e Internet Accounting Meter Services Editor: Mark Seger, seger@asds.enet.dec.com

e Internet Accounting Collection Protocols Editor: Martin Dubetz, dubetz@wugate.wustl.ed

Action Items:

Changes during review and revision:

1. Distinguish between Internet (long-distance) and local-area accounting. Inter-
net accounting does not use attributes or user-ids (this reduces overhead). Local
area accounting may use attributes and user ids (these may be defined later).
The same accounting record formats are used for both Internet and local area
accounting, although different profiles define which fields are mandatory, op-
tional, and prohibited for each type.

2. Refined ENTITY definition to be:
o End-system network addresses.
¢ Intermediate system network addresses.
o Allow for different address types (IP address, NSAP address, etc.)
e All addresses are now absolute (no longer relative to meter loc).

What about dynamically allocated network addresses (transients)? At least
the service provider must be identified, if not the individual host. Could ser-
vice provider allocate IP address as unique subscriber identifier independent of
transient address?

Added a comment or unique id field which may be appended to the entity for
use as an additional identifier. Local area accounting only, please. We need
a mechanism to map transients tounique ids, but don’t want to get involved
in defining a directory service with real time propagation problems. Maybe we
should simply provide an appropriate field for use in the accounting record with-
out specifiying how mapping is obtained. This discussion should be continued
on the mailing list.
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3. VALUES -

Counters don’t reset to zero on reporting, so we are consistent with SNMP. Need
to make sure this can work without too much additional memory from router.
Don’t want to copy too often or maintain multiple “snapshots” of accounting
tables in routers.

4. In background document, need to explain:

e Multicasting is collected as an address. No special consideration. Dropped
packets are tough luck - they may be counted and we can’t distinguish
retransmits at the IP level. Treat as performance problem, not accounting
problem. Network management should use other measures for dropped
packets and guaranteed levels of service, etc.

e Explain hierarchical collection better. Each network generally accounts
for its immediate subscribers, which may be end-systems (hosts) or other
networks (routers or broadcast media with a network number). Explain
importance of recommending collection at internet entry and exit points
(rather than at all routers) to minimize accounting overhead.

e Makeit even clearer that this group isn’t recommending billing approaches.
How administrations bill (flat fee, cap, minimum, guaranteed delivery
rates, penalties) is far beyond the scope of what we’re trying to accomplish
- we're just looking for a reliable way to report on network-layer network
usage! (express goals/non-goals more emphatically)

5. Distributed rewrites/comments/updates of Architecture, Meter Services, and

Collection documents.

. Collecton protocol discussion. Need help on deciding whether SNMP will be

adequate - performance issues may be key. Certainly SNMP authentication is
an issue. However, SNMP is the management protocol of choice, and is most
widespread.

List of questions for Security Area, particularly regarding SNMP. Need help
from Security Area.

e Performance of authenticated SNMP? Single-stream/multi-stream?

o Authentication: do we need to add signatures for our meter ids? Will
SNMP “just take care of this”?

e Authorization: how do we tell our routers which management stations
(plural) are authorized to collect information. (Access control). I suppose
someone will have to think about who can get the information from the
collection point. How do we resolve this in light of having one “control”
station and multiple “monitoring” stations for each router. How do we
transfer title to “control” station when the original control station crashes,
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gets isolated, etc. Does SNMP do access control? ACLs (access control
lists)?

¢ Confidentiality: We need encryption for sensitive traffic flow information.
Will SNMP do this for us, and key management too?

o Integrity: Even if we don’t need encrypted data, how about encrypted
checksums? What will SNMP do for us here?

o Denial of Service. What do we need to worry about here?

e Export controls. Do we need to define multiple variants of encryption?
Can we do this and still meet performance and other goals?

e Goverment security requirements. How to ensure that this will meet both
commerical and government requirements?

Currrent Action Items:

Enlist security help.

Enumerate COLLECTION ISSUES (revisited) and post to list.

Explain how SNMP might work and ramifications.

Finish Updating Architecture document, distribute to list.

Revise Meter definition document and distribute to Working Group list.
Revise Background document and distribute to list.

Write MIB (add to Meter Services).

Estimate number of concurrent flows on backbone, e.g., NSFnet HTM.
Submit outrageous statements to email list if it’s quiet for too long to provoke
resumption of appropriate discussion.

© 0N o W

Overall Timetable:

e Update current document set for storage in IETF-DRAFT ASAP.

e Meet in January/February to expedite MIB definition.

e Discuss collection issues on mailing list - after some discussion submit synopsis
to ietf mailing list to solicit help from a wider audience.

Attendees

Robert Collet /PN=ROBERT.D.COLLET/0=US.SPRINT/ADMD=TELEMAIL/C=US/@sprint.com

Robert Cooney cooney@wnyose.nardac-dc.navy.mil
Fred Engel

Mike Erlinger mikeC@mti.com

Brian Handspicker bd@Qvines.enet.dec.com

Don Hirsh hirsh@meridian.uucp
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Ken Jones
William Kutz
Cyndi Mills
Chris Myers
Fred Ostapik
Bill Rust
Mark Seger
Michael St. Johns
Jesse Walker
Kathy Wilde
David Wood
Lixia Zhang
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uunet !konkord!ksj
Kutz@dockmaster.ncsc.mil
cmills@bbn.com
chris@wugate.wustl.edu
fred@nisc.sri.com
wjr@ftp.com
seger@asds.enet.dec.com
stjohnsQumd5.umd. edu
walkerQeider.enet@decpa.dec.com
wilde@Qdecvax.dec.com
dcmwood@spot .colorado.edu
lixia@parc.xerox.com
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3.3.6 LAN Manager (lanman)
Charter

Chair(s):
David Perkins, dave_perkins@3com.com

Mailing Lists:
General Discussion: lanmanwg@cnd.hp.com
To Subscribe: lanmanwg-request@cnd.hp.com

Description of Working Group:

This working group is chartered to define and maintain the MIB and rele-
vant related mechanisms needed to allow management of workgroup PCs
and servers that are using the Microsoft Lan Manager protocols. These
protocols provide file and print service and mechanisms for development
of application server-client systems such as ones for mail or SQL database.

Goals and Milestones:

TBD Define an upwards compatible MIB for LAN Manager version 2.x.

TBD Work to influence Microsoft, the developer of LAN Manager, to
add/change APIs so that MIB developed can be consistant in style
and information content with MIBs developed by other MIB Work-
ing Groups.

none specified
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3.3.7 Management Services Interface (msi)
Charter

Chair(s):
Oscar Newkerk, newkerk@decwet .enet.dec.com
Sudhanshu Verma, vermaQhpindbu.cup.hp.com

Mailing Lists:
General Discussion: msiwg@decwrl.dec.com
To Subscribe: msiwg-request@decwrl.dec.com

Description of Working Group:
The objective of the Management Services Interface Working Group is to
define a management services interface by which management applications
may obtain access to a heterogeneous, multi-vendor, multi-protocol set of
manageable objects.

The service interface is intended to support management protocols and
models defined by industry and international standards bodies. As this
is an Internet Engineering Task Force Working Group, the natural focus
is on current and future network management protocols and models used
in the Internet. However, the interface being defined is expected to be
sufficiently flexible and extensible to allow support for other protocols
and other classes of manageable objects. The anticipated list of protocols
includes Simple Network Management Protocol (SNMP), OSI Common
Management Information Protocol (CMIP), CMIP Over TCP (CMOT),
Manufacturing Automation Protocol and Technical Office Protocol CMIP
(MAP/TOP CMIP) and Remote Procedure Call (RPC).

Goals and Milestones:

Done Initial version of the Internet Draft placed in the Internet-Drafts
directory

Done Revised version of the draft from editing meetings placed in the
Internet-Drafts directory

Aug 1990 Initial implementation of the prototype available for test.

Done Revised draft based on the implementation experience submitted to

the RFC editor.
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CURRENT MEETING REPORT

Reported by Oscar Newkerk/DEC
MSI Minutes

The following issues were discussed at the MSI Working Group session.

e Online MIB Database and the Need for both GDMO and SNMP MIB Defini-
tions: The group discussed the requirement for an online MIB database that
would be needed to support the translation of MSI requests and replies to and
from protocol specific formats. It was decided that the MSI document would
make an explicit statement about the types of services that would be required
from such a database, but would not attempt to fully define an interface to the
data. In addition, the issue with the need for both GDMO and SNMP versions
of MIBs was discussed and also raised at the OIM meeting. It was decided that
the Chairs of the OIM and MSI Working Groups would raise this as an issue
with the Network Area Chair.

¢ Access Control Change: The format of the access control parameter was changed
to be an AVL and the decision on the contents of the parameter was defined
until the proposals for SNMP and CMOT authentication are stable. Once these
methods are stable, then the contents of the access control parameter for each
protocol will be the subject of separate implementors agreements and will not
be included directly in the MSI document.

e Add ASN.1 Encodings for the MSI Parameters: Oscar Newkerk agreed to add
an appendix to the MSI document that will define that ASN.1 structures and
the object identifiers needed by the MSI.

Attendees

Jeffrey Buffum jbuffum@apollo.hp.com
Shimshon Kaufman

John Lunny jlunnyQtwg.com

Lynn Monsanto monsanto@sun.com

Oscar Newkerk newkerk@decwet .enet .dec.com
John Nunneley john_nunneley@touch.com

Jim Reinstedler jimrQub.com

Kary Robertson

L. Michael Sabo dockmaster.ncs.mil

Mark Sleeper mws@sparta.com
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Sudhanshu Verma verma@hpindbu.cup.hp.com
David Waitzman djw@bbn.com
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3.3.8 OSI Internet Management (oim)

Charter

Chair(s):

Lee LaBarre, cel@mbunix.mitre.org
Brian Handspicker, bd@vines.enet.dec.com

Mailing Lists:

General Discussion: oim@mbunix.mitre.org
To Subscribe: oim~request@mbunix.mitre.org

Description of Working Group:

This Working Group will specify management information and protocols
necessary to manage IP-based and OSI-based LANs and WANSs in the
Internet based on OSI Management standards and drafts, NIST Imple-
mentors Agreements and NMF Recommendations. It will also provide
input to ANSI, ISO, NIST and NMF based on experience in the Internet,
and thereby influence the final form of OSI International Standards on
management.

Goals and Milestones:

TBD

TBD

TBD

TBD

TBD
TBD

Develop implementors agreements for implementation of CMIP over

TCP and CMIP over OSI.

Develop extensions to common IETF SMI to satisfy requirements
for management of the Internet using OSI management models and
protocols.

Develop extensions to common IETF MIB-II to satisfy requirements
for management of the Internet using OSI management models and
protocols.

Develop prototype implementations based on protocol implemen-
tors agreements, IETF OIM Extended SMI and Extended MIB.

Promote development of products based on OIM agreements.

Provide input to the ANSI, ISO, NIST and NMF to influence de-
velopment of OSI standards and implementors agreements.
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TBD Completion of the following drafts: Implementors Agreements, Event

Management, SMI Extensions, MIB Extensions, OSI Management
Overview, Guidelines for the Definition of Internet Managed Ob-

jects.
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CURRENT MEETING REPORT

Reported by Brian Handspicker/Digital
OIM Minutes

Agenda

RFC 1189 CMIP and CMOT Implementors Agreements for the Internet
OIM-MIB-II

General OSI MIB Extensions

Interoperability Testing

RFC 1189 CMIP/CMOT

RFC 1189 has been published as a Proposed Standard. Pending major objections
on the mailing list, we agreed to remove the word “substrings” from the 1st bullet
in section 4.3. This would remove the explicit exemption for support of substrings
in filter expressions. In addition, the editor agree to clarify the specific 1990 version
of ISO CMIS/P to be used, with the intent to use the final 1990 version. Finally,
we discussed at length the 3 different potential protocols supported by 1189. 1189
specifies support of either a CMIP application layer over Lightweight Presentation
Process over TCP/IP or, a CMIP application layer over an OSI upper layer stack.
The OSI upper layers could in turn be based on either a full set of OSI lower layers
or on ISO Transport over TCP/IP using agreements specified in RFC 1006.

Clearly, a version of CMIP over a full OSI stack will be important for future OSI-
based Internet backbone and sub-nets. Some version of CMIP should also be defined
for IP-based Internet backbone and sub-nets. Since they provide similar functionality,
CMOT based on LPP and a CMIP based on 1006 could be considered redundant. At
the Tallahassee IETF meeting, it was recommended that all future protocols which
require OSI upper layer functionality over IP-based protocols make use of RFC 1006.
As a result, a couple of suggestions have been made that the specification for CMIP
over LPP be removed from RFC 1189, and the potential use of RFC 1006 be clarified
in the current text. Editorially, this is a minor change involving the removal of the one
page which discusses how to layer CMIP over LPP and deletion of the phrase “CMOT
and” from every instance of “CMOT and CMIP”. Otherwise the technical implemen-
tors’ agreements in RFC 1189 remain unchanged. Most known implementations of
CMOT have been based on the LPP implementation distributed with ISODE. To
convert these CMOT implementations to CMIP 1006 implementation requires little
more than a one line change to a makefile to reference the full ISODE library instead
of the LPP library. While the wireline difference is significant, ISODE and RFC
1006 has been well exercised over the last 2 years. And, the CMIP application layer
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agreements specific in RFC 1189 remain unchanged. Thus, the suggestion to remove
the specification of CMOT in favor of an RFC 1006-based CMIP is a relatively minor
technical change to the existing RFC. It was pointed out that this change would align
RFC 1189 with existing GOSIP and DOD requirements for OSI management.

OIM-MIB-II

OIM-MIB-II was announced as being considered by the IESG as a proposed standard.
No objections or major corrections were offered by the meeting participants.

General OSI MIB Extensions

Once again, we have wrestled with the problem of mapping MIB definitions that
follow the IETF SMI into a form supported by the ISO SMI. The IETF SMI was
based on a very early draft of the ISO SMI. The ISO SMI continued to evolve as
early problems were resolved. The IETF SMI has not kept pace. The ISO SMI is
now stable and required by most OSI-based management systems. Unfortunately
most of the MIBs being defined within the IETF are only satsifying the requirements
of the IETF SMI, not taking into account the minor additional requirements for OSI
management. This requires additional work to map these IETF SMI-based MIBs into
ISO SMI. This is what the OIM-MIB-II document does for MIB-IL

Unfortunately, the OIM Working Group cannot hope to keep up with all of the MIB
work currently being progressed within the IETF and generate MIB extensions and
mappings for each new MIB. In addition, some of the MIB Working Groups are facing
the reverse problem - trying to map ISO SMI defined MIBs (e.g., FDDI) into the IETF
SMI. The most reasonable solution to this problem would be to put differences about
protocols (SNMP and CMOT) behind us and encourage the individual MIB Working
Groups to develop MIB definitions that support both the IETF SMI and ISO SML
This would ensure that all MIB definitions - which really just defined manageable
resources, without any dependence on management protocols - were aligned across
whatever management protocol or management system was used by an administrator
for managing an environment.

If we do not resolve this issue, we run the risk of having different management def-
initions (MIBs) for the same resources. This would waste resources both within the
IETF as well as within every vendor and many customers. We agreed to raise this to
the IESG for reconsideration.

Interoperability Testing

We discussed future interoperability testing, and an open invitation was made by

Brian Handspicker to coordinate another round of interoperability testing. Any ven-
dors interested in testing RFC 1189 CMOT or CMIP are invited to send mail to
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bd@vines.dec.enet.com.

Attendees

Vikas Aggarwal
Steve Alexander
Jack Brown
Gregory Bruell
Jeffrey Case
Curtis Cox

Tony Hain

Brian Handspicker
Holly Knight

Lee Labarre

Nik Langrind
Walter Lazear
John Lunny
Lynn Monsanto
Bahaa Moukadam
Oscar Newkerk
Fred Ostapik
Mark Seger
Theresa Senn
Daisy Shen

Daisy Shen

Mark Sleeper
Sudhanshu Verma
A. Lee Wade
David Waitzman
Linda Winkler

Fei Xu

Jeff Young

vikasQJVNC.net
steveaQi88.isc.com
jbrownChuachuca-emh8.army.mil
gob@shiva.com

case@cs.utk.edu
zk0001@nhis.navy.mil
alhQeagle.es.net
bd@vines.enet.dec.com
hollyQapple.com

nik@shiva.com
lazearQgateway.mitre.org
jlunny@twg.com
monsanto@Qsun.com

newkerk@decwet.enet.dec.com
fred@nisc.sri.com
segerQasds.enet.dec.com
tcs@cray.com

daisy@ibm.com

daisyQibm.com
nws@sparta.com
vermaChpindbu.cup.hp.com
wadeQdiscovery.arc.nasa.gov
djw@bbn.com
b32357Qanlvm.ctd.anl.gov
feiQtdd.sj.nec.com
jsyQ@cray.com
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3.3.9 Remote LAN Monitoring (rlanmib)
Charter

Chair(s):
Mike Erlinger, mike@mti.com

Mailing Lists:
General Discussion: rlanmib@mti.com
To Subscribe: rlanmib-request@mti.com

Description of Working Group:

The LAN Monitoring MIB Working Group is chartered to define an ex-
perimental MIB for monitoring LANs.

The Working Group must first decide what it covers and what terminol-
ogy to use. The initial thought was to investigate the characteristics of
some of the currently available products (Novell’s LANtern, HP’s Lan-
Probe, and Network General’s Watch Dog). From this investigation MIB
variables will be defined. In accomplishing our goals several areas will
be addressed. These include: identification of the objects to place in the
MIB, identification of the tree structure and corresponding Object ID’s
for the MIB elements, generation of the ASN.1 for these new elements,
and a test implementation.

Goals and Milestones:

Done Mailing list discussion of charter and collection of concerns.

Aug 1990 Discussion and final approval of charter; discussion and agreement
on models and terminology. Make writing assignments.

Dec 1990 Discussion of the first draft document. Begin work on additional
drafts if needed.

Mar 1990 Review latest draft of the first document and if OK give to IESG
for publication as an RFC.
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CURRENT MEETING REPORT

Reported by Michael Erlinger/Micro Technology

Remote LAN Monitoring Minutes

e Copies of “How to Write SNMP MIB,” the Novell LANtern MIB (available on-
line), and preliminary MIBs from Spider, NAT, and Frontier were distributed.

¢ Wednesday evening meeting was scheduled.

e Other working groups involved in similar activities were discussed: Accounting
Working Group (accounting-wg@bbn.com), Operational Statistics (new group),
and Benchmarking Methodology (bmwg@harvisr.harvard.edu).

o The Working Group Charter was quickly reviewed and it was noted that the
effort is correct, but that various milestone dates were now changed.

o The Chair wanted make it clear that writing assignments would be made prior
to the close of the IETF meeting.

e Remote LAN monitoring could be accomplished in a number of ways: dedicated
devices (e.g., LANtern), devices with other tasks (e.g., hubs), and software
running on a workstation (e.g., SGIs systems).

e Currently there are two SNMP products that seem to fall into the Remote Lan
Monitoring arena: Novell’s LANtern and FTP’s LanWatch. Novell’s MIB is the
only one available in the MIB directory on venera.

e Spider, NAT, and Frontier have all announced products, or the intention to
produce a product. They each provided very preliminary MIBs to the Working
Group (hardcopy only).

o The remainder of the meeting was spent reviewing the Spider, NAT, and Fron-
tier MIBs with the idea of using these MIBs for development of a common MIB
the Working Group goal.

— Spider: Anne Ambler Of Spider

— While the SNMP philosophy is to reduce agent processing effort, Spider
chose to increase the complexity of the agent because it is a dedicated
agent.

— Spider has support for both Ethernet and TokenRing.
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— Spider provides out-of-band support for probe access.

The Spider discussion was long and detailed as the document is a hundred pages.
Discussion was spent on the problems of packet capture, packet return to the NMS,
counter wrap around, and other issues. Steve Waldbusser was asked to present some
of these issues to the SNMP Steering Group. Spider will post the MIB as soon as it
is finalized.

NAT - Mike Erlinger: No one from NAT was at the IETF and thus only a short

summary of the available document was attempted.

Frontier - Steve Waldbusser: The discussion centered on filters and packet capture.
Steve believes that he has an algorithm that would allow efficient transfer of bulk
data from a probe to an NMS. He talked about the algorithm and will present his
findings via the mail list.

HP - Gary Ellis: A short discussion on the HP LanProbe and its incorporation of
SNMP was presented.

Wednesday Evening Meeting

Attendees represented CMU, Concord, Contel, David Systems, Hewlett-Packard,
MTI, and Spider Systems.

A “segment” is defined as “everything a probe can see” (this seemed to be necessary
to get some agreement on MIB group names).

It was reiterated that the SMI states that while implementation of a MIB Group is
optional, if that group is implemented, all objects in that group are mandatory; also,
a MIB should have only a single level of groups, each of which contains ob jects (but
not groups).

Traffic Generation was controversial; it was agreed that any support in a standard
MIB will be for simple capabilities (e.g., a single defined packet that can be sent a
number of times with a specified interframe period); we will call the group SendPack-
ets instead of Traffic Generation to emphasize the simplicity.
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The Administration groups will be difficult to define; although many of the objects
that might go here are vendor-specific, there is some subset of objects that are common
to all probes; we will need to identify this “least common denominator” subset for
inclusion in the MIB.

It was agreed that it is a goal to get a proposed standard MIB out of the March IETF;
in support of this, the first RLAN MIB will be built to reflect capabilities in currently
available probes; later versions can add features for which there are not currently any
implementations.

The next meeting of the group will be during the first week of February; notice will
be sent to the rlanmib mailing list.

First Pass at an rlanmib MIB organization:

¢ MIB groups:

— Ethernet Segment Counters

— Ethernet Segment Log

— Ethernet Station Counters

— FEthernet Segment Log

— Ethernet Traffic Matrix Counters

— Ethernet Traffic Matrix Log

— Thresholds Notifications

— Protocol Event Notifications

— Filters

— Triggers

— Packet Capture

— Test - TDR

— Test — Echo Protocols

— Test — Traceroute

— Test — SendPackets

— Administration — Out of Band Access
— Administration — Program Download
— Administration — Trap Tables

— Administration — Probe Status

— Administration — Authentication

Steve Waldbusser will edit the Ethernet side of the document, Anne Ambler will edit
the Token Ring side and Mike Erlinger will coordinate the document development.
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The Chair wants to thank Gary Ellis and Sudhanshu Verma for providing meeting
notes.
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3.3.10 Simple Network Management Protocol (snmp)

Charter

Chair(s):

Marshall Rose, mrose@psi.com

Mailing Lists:
General Discussion: snmp-wg@nisc.nyser.net
To Subscribe: snmp-wg-request@nisc.nyser.net

Description of Working Group:

Oversee development of SNMP-related activity, especially the Internet-
standard SMI and MIB. This Working Group is ultimately responsible
for providing workable solutions to the problems of network management
for the Internet community.

Goals and Milestones:

Aug 1990 Finish SNMP Authorization draft.

Ongoing Coordinate the development of various experimental MIBs.

209
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CURRENT MEETING REPORT

Reported by Marshall Rose/PSI

SNMP Minutes

Met jointly with Transmission MIB Working Group.
Administrative:

The group was reminded of the difference between the “snmp” and “snmp-wg” dis-
cussion groups, and urged to use the appropriate list when sending a message.

Chuck Davin, IETF Area Director for Network Management, announced that the
Transmission MIB Working Group had completed its Charter (producing several of
the MIBs discussed at this meeting) and thanked the group for its effort. Following
this, the Transmission MIB Working Group was disbanded. Any residual business
will be taken on by the SNMP Working Group.

The group was encouraged to study the SIP MIB, as it will be the first MIB on the
agenda of the next meeting of the SNMP Working Group.

DS1:

There was some discussion on whether the boundary value for the ds1ValidIntervals
should be 0 or 97. The former value was decided.

Consensus: Recommend advancement to proposes standard status.
DS3:

There was some question as to whether a DS3 sendCode existed. If so, it should be
added as a loopback feature in the ds3Loopback object. However, it was not felt that
inclusion of the feature, if it existed, was necessary to advance this document (the
feature could be added at a later date). As such, Tracy Cox was tasked to determine
the existence of this feature within three weeks. At that time, the document should
advance.

Consensus: Recommend advancement to proposed standard status.
MIB-II:
The use of the PhysAddress textual convention was clarified.

There was lengthy discussion on the optional use of the implementation-dependent
small positive integer when identifying instances of the IP address and routing tables
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(e.g., when two routing entries have the same destination). After too much discus-
sion, this feature, introduced in MIB-II, was removed, in effect restoring the precise
identification mechanisms used for these tables in MIB-I. It was suggested that a
future work item would be an “IP Extensions MIB” which would provide support for
these concepts.

The ipRoutingDiscards object was added, which provides information when routes
are lost due to a lack of buffer space.

The definition of the egpNeighEventTrigger object was clarified.
Consensus: Recommend advancement to draft standard status.
Concise MIB Definitions:

The “INTEGER OPTIONAL” magic was removed, to align with the decision with
MIB-II.

Consensus: Recommend advancement to proposed standard status.
Trap Definitions:

There was discussion as to why this document should be informational rather than
being placed on the standards-track.

Consensus: Recommend publication as informational RFC.
Generic Interface Extensions:

The ifExtensTestUser object was removed as being redundant.
Consensus: Recommend advancement to proposed standard status.
Token Bus MIB:

No substantive discussion.

Consensus: Recommend advancement to proposed standard status.
Token Ring MIB:

One of the document’s three editors publically introduced concerns which had been
thought by the Chair to have been decided some four months earlier. Due to the lack
of time in the meeting (already overtime), there was no possibility of resolving this
at the meeting. The Chair attempted to resolve this in Open IESG plenary, and was
initially successful. However, the IESG reversed its position the next morning and
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remanded the MIB back to the Working Group.
No Consensus: Discuss at later time.
Ether MIB:

There were comments from many parties that this document required significant re-
work. As such, discussion was postponed.

Consensus: Remand document for futher discussion.
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INTERIM MEETING REPORT

Reported by Marshall Rose/PSI

SNMP Minutes

November 12, 1990 - University of Tennessee
Met jointly with Transmission MIB Working Group.

The Bridge MIB Working Group also met in a break-out session that afternoon.
Fred Baker, Chair of this Working Group has posted minutes in a separate message.

Agenda

Several MIBs were discussed. Very brief editing instructions are below. Spelling and
grammar corrections are not listed. New versions of the I-Ds will be available next
week.

MIB-II Discussion
MIB-II is written in concise format.

The definition of sysServices has been clarified as the previous definition did not
convey much useful information.

In ifType, the “t1-carrier” textual-descriptor is now called “ds1”, and “cept” is now
“e1”. These are the correct designations.

The definition of ipForwarding has been clarified to explain that not all values make
sense for all boxes.

The definition of ipRouteType has been clarified to refer to the direct and indirect
routing notions in the IP architecture.

The syntax of the ipRoutelnfo object is now an OBJECT IDENTIFIER. This is
to support BGP and other routing protocols, such as OSPF. (This information was
finalized after a conversation with the editor of the BGP MIB document.)

The ACCESS clause of tcpConnState is now read-write, to support deletion of the
TCB associated with a TCP connection. The definition of this object has been
clarified to explain this usage.

It was also suggested that a means for deleting UDP listeners be added. However, no
action was taken in this area.
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The definition of several of the variables in the new snmp group have been clarified.
In addition, the snmpInBadTypes and snmpOutReadOnlys objects are no longer
present. (However, the object identifiers associated with those objects are reserved
to prevent future use.)

The definition of snmpInReadOnlys has been clarified as conformant implementations
of the SNMP do not generate this error code.

The definition of snmpEnableAuthTraps has been clarified as a necessary, but not
sufficient condition to enable the sending of authentication failure traps.

MIB-II Implementation Status

15 vendors reported on their independent implementations of MIB-II. One vendor
had done MIB-II from scratch (no previous MIB-I), while the others had started with
a previous MIB-I implementation.

Response was overwhelmingly positive. In particular, additions to the system group,
the new snmp group, and the new ipRouteMask object were praised.

Toward Concise MIB Definitions

The definition of the DESCRIPTION clause was clarified to focus on implementation
rather than user-interface information.

The definition of the DEFVAL clause was clarified for the case in which a row was
creatable but no default values were appropriate.

When de-osifying a MIB, the use of BIT STRINGs vs. INTEGER sums was explained.
A Convention for Defining Traps for use with SNMP
The use of the value “snmp” in the ENTERPRISE clause was clarified.

It was noted that the SNMP standard traps should never exceed 484 octets when
serialized.

By way of example, the SNMP standard traps were expressed using the TRAP-TYPE
macro.

Generic IF-Extensions

The use of multiple OID variables having the value 0.0 was discussed, as this im-
pacts data dictionaries in management stations. No consensus was reached, though
a solution is mandated.
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No substantive discussion, though some clarifications made and typos fixed.

Token Ring

No substantive discussion, though some clarifications made and typos fixed.

DS1

Not discussed due to time limitations.

DS3

Not discussed due to time limitations.

Ethernet-like

There was general discussion about the inclusion of things which properly belong at
the concentrator layer. However, these are clearly marked as being so.

This led to a discussion of a need for a separate concentrator MIB.

No tests or chipsets are present, but must be defined.
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3.3.11 SNMP Authentication (snmpauth)
Charter

Chair(s):
James Galvin, galvinQtis.com
Keith McCloghrie,

Mailing Lists:
General Discussion: awg@bitsy.mit.edu
To Subscribe: awg-request@bitsy.mit.edu

Description of Working Group:

To define a standard mechanism for authentication within the SNMP.
Goals and Milestones:

May 1990 Write an RFC specifying procedures and formats for providing stan-
dardized authentication within the SNMP.
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CURRENT MEETING REPORT

Reported by James Galvin/TIS
SNMPAUTH Minutes

The SNMP Security Working Group met for one day. Three of the SNMP Security
Documents are available in the Internet-Drafts directory. A fourth document has been
prepared in response to the many comments the authors have received, especially

those of the PSRG.

A few changes were made to the protocol specification, in response to the comments.
These changes are reflected in the fourth document, which will be submitted to the
Internet-Drafts directory by the year end.

A presentation of the changes was made. It was decided that the fourth document
should be short-lived. Its content will be folded into the other three documents,
which will be submitted for review and approval as proposed drafts at the March
IETF meeting.
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3.3.12 Transmission Mib (transmib)
Charter

Chair(s):
John Cook, cook@chipcom.com

Mailing Lists:
General Discussion: unknown
To Subscribe: unknown

Description of Working Group:

The objective of the Transmission Architecture Working Group is to drive
the development, documentation and testing of MIB objects for the phys-
ical and data-link layers of the OSI model. The Working Group attempts
to consolidate redundant MIB variables from new specifications into a
universal structure.

Goals and Milestones:

Ongoing Provide a forum for vendors and users of MAC layer communica-
tions equipment.

Ongoing Form sub-Working Groups of experts to define object for the fol-
lowing at the data-link layer: X.25, Ethernet, Token, FDDI and
T1.

Done Form a core group to evaluate the work of the sub-Working Groups.

Ongoing Act as a liaison between sub-Working Groups and the network man-

agement protocol Working Groups, including SNMP, OIM, IEEE
802.1, etc.
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CURRENT MEETING REPORT

Reported by Chuck Davin/MIT
TRANSMIB Minutes

The SNMP and Transmission MIB Working Groups met jointly during a single Work-
ing Group session. Chuck Davin, IETF Area Director for Network Management,
announced that the Transmission MIB Working Group had completed its Charter
and thanked the group for its effort. Following this, the Transmission MIB Working
Group was disbanded. Any residual business will be taken on by the SNMP Working
Group.

Attendees

See the SNMP Minutes
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3.4 OSI Integration Area

Director: Ross Callon/DEC and Rob Hagens/UWisc
Area Summary

Four Working Groups met at the Boulder, IETF Meeting.
OSI General:

The OSI General Working Group started the meeting with a discussion of the two
CLNP pilot projects: the NSFNET CLNP Pilot and the RARE CLNS Project. The
NSFNET CLNP Pilot project offers a fully deployed “experimental prototype” CLNS
service. This service has been available since August 1990. The RARE CLNS Project
provides a testbed for gaining practical experience in CLNS networking (interoperabil-
ity, routing, performance) and for CONS/CLNS interworking experiments. Nordunet
has several CLNS routing domains connected together and to the NSFNET proto-
type CLNP service. The OSI General group concluded with a review of the issues
surrounding address assignment policies. This review showed that both topological
and administrative address assignment policies have their advantages and flaws. Ad-
dress assignment is complicated when a site is connected to more than one regional.

OSI NSAP:

The OSI NSAP Working Group was notified that the NSAP Structure RFC has been
reviewed and approved by the IESG. However, the IAB approval is held pending
additional descriptions. In addition, it was reported that organization IDs for use
in NSAP addresses are now available from ANSI. The paper “Guidelines for OSI
NSAP Allocation in the Internet” was reviewed. After the basics had been covered,
a significant amount of time was spent discussing issues of assigning NSAPs to three
different types of Routing Domains: zero homed; single homed; and multi-homed.

OSI X.400:

The OSI X.400 Working Group performed a thorough review of the revised version
of the document, “Draft Proposal for the Use of the Internet DNS to Maintain RFC
987/RFC 1148 Address Mapping Tables”. This proposal describes how the DNS could
be used to store, retrieve, and maintain the mappings between RFC 822 domain
names and X.400 O/R addresses. After this, the Wisconsin Internet X.400 pilot
project PRMD (XNREN) was introduced. The group concluded with yet another
discussion of X.400/RFC 822 address mapping issues.

OSI Directory Service:
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The OSI Directory Service Working Group met for the first time in conjunction with
an IETF. The group first discussed liaisons to other appropriate groups: the North
American Directory Forum (NADF), the OSI Implementors’ Workshop (OIW) Direc-
tory Special Interest Group (Dir SIG), RARE WGS3, PSI White Pages Pilot, the Field
Operational X.500 (FOX) project, and the Cosine Pilot Directory Service. Next, the
Charter was discussed. The remaining time was spent discussing various technical
issues such as Infrastructure Strategy, Replication Requirements and Schema, Do-
mains and X.500, User Friendly Naming, Replication Solutions, Network Addressing,
Presentation Addresses, Naming Architecture Registration, and Security Considera-
tions.

There was a new Working Group formed in the OSI Area: the X.400 Operations
Working Group. The goal of this group is to insure interoperability between Internet
PRMDs. The first task of the group will be to draft a document that specifies
requirement /conventions of Internet PRMDs.
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3.4.1 Assignment of OSI NSAP Addresses (osinsap)

Charter

Chair(s):
Richard Colella, colella@osi.ncsl.nist.gov

Mailing Lists:
General Discussion: ietf-osi-nsap@osi3.ncsl.nist.gov
To Subscribe: ietf-osi-nsap-requestQosi3.ncsl.nist.gov

Description of Working Group:

The OSI NSAP Guidelines Working Group will develop guidelines for
NSAP assignment and administration (AKA, the care and feeding of your
NSAPs).

Assuming use of existing NSAP address standards, there are two questions
facing an administration:

e Do I want to be an administrative authority for allocating NSAPs?
— how do I become an administrative authority?

* what organizations should expect to be an “administrative
authority” in the GOSIP version 2.0 address structure?

* where do I go to become an administrative authority?

— what are the administrative responsibilities involved?

* defining and implementing assignment procedures?

* maintaining the register of NSAP assignments.

* what are the advantages/disadvantages of being an admin-
istrative authority?

e Whether NSAPS are allocated from my own or some other admin-
istrative authority, what are the technical implications of allocating
the substructure of NSAPs?

— what should be routing domains?

* implications of being a separate routing domain (how it will
affect routes, optimality of routes, firewalls and information
hiding).

* organizing routing domains by geography versus by organi-
zation versus by network topology....

— within any routing domain, how should areas be configured?

* (same implications as above).
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Goals and Milestones:

Done Produce a paper describing guidelines for the acquisition and ad-
ministration of NSAP addresses in the Internet.

Dec 1990 Have the paper published as an RFC.

Dec 1990 Have the paper incorporated, in whole or in part, into the “GOSIP
User Guide” and the FNC OSI Planning Group document.
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CURRENT MEETING REPORT

Reported by Sue Hares/MERIT
OSINSAP Minutes

Agenda

Introductions

Status of pending RFC:

“OSI NSAP Address Format for Use in the Internet”

ANSI Registration for NSAPs

Review of: “Guidelines for OSI NSAP Allocation in the Internet”

Status of NSAP Structure RFC

Ross Callon reported that the RFC has been reviewed and approved by the IESG.
However, the IAB approval is held pending additional descriptions. The IAB seems
to desire the solution to all possible problems with the ISO addressing format prior
to approving the document as an RFC.

Few people had obtained the last copy of the document. Ross Callon read the guts of
the document. Richard Colella solicited comments. Juha Heinanen suggested some
corrections in the sentences regarding European additions. Richard collected all the
comments and will re-publish the document by the 9th of January. All comments
should be into Richard with the last weeks of December.

ANSI Registration

People can now obtain organization IDs from ANSI for use in NSAP addresses. ANSI
assigns organization IDs for NSAPs that have the ISO DCC format and the United
States country code. ANSI currently is only registering the numeric form of the
organization ID. Registration of the alphanumeric form is expected in the first quarter
of 1991.

The fee for a numeric organization ID is $1000. Assignment of a name will be made
within 10 working days. Previously, ANSIhad a queue of 800 requests for organization
IDs. ANSI will ask all these people to re-apply using the new procedures. ANSI
expects the re-application to happen in a manner that will allow them to maintain
their 10-day turn-around time.

A copy of the application form was available at the meeting. Anyone wishing a copy
of the form or other information regarding ANSI registration can contact ANSI.
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ANSI

Organization Name Identification Code Assignments
1430 Broadway

New York, NY 10018

voice: (212) 642-4976

fax: (212) 302-1286

Review of “Guidelines for OSI NSAP Allocation in the Internet”

Ross Callon gave a general overview of the paper “Guidelines for OST NSAP Allo-
cation in the Internet”. People who had attended the ANSI X353.3 Working Group
noted that ANSI had elected to suggest a DSP format for the ANSI DCC code that
was identical to the GOSIP 2 format. (This format is the one selected in “OSI NSAP
Address Format for use in the Internet,” RFCXXX.)

The ANSI format under the US DCC would be:

| AFI | IDI | <-- DSP --> |
| 39 | 80 | ORG ID | DFI | Rsvd¥1 | RD | Area | ID |sell
No. of bytes: 3 1 2 2 2 6 1

This DSP format is identical to the GOSIP 2 format.

*1 - GOSIP calls this field ‘Reserved’. However, ‘Reserved’ has a different
meaning in ANSI than as used in GOSIP. In both cases, this field needs
to be set to a par- ticular value and the users need to ignore the value for
now.

The DSP Format Identifier (DFI) allows alternative DSP formats to be defined by
ANSI in the future (this is identical to the DFI field in GOSIP 2).

After the basics had been covered, the NSAP Working Group spend a great deal of
time discussing issues of assigning NSAPs to three different types of Routing Domains:

1. Zero homed - routing domains not attached to anyone.
2. Single homed - routing domains only attached to one regional network.
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3. Multi-homed - routing domains attached to several regional networks.

The “Guidelines for OSI NSAP Allocation in the Internet” proposes a carrier-based
NSAP assignment plan. Many people attending the Working Group wanted to see
this contrasted with a geographical based NSAP assignment plan. Ross and Richard
lead a discussion of how each of these types of routing plans work for the three types
of Routing Domains.

Due to the richness of the discussion, the note taker could not capture the full discus-
sion. I’ve attempted to capture some of the discussion below. If I’'ve missed somone’s
comment, please send the additional information to the mailing group.

Discussion of NSAP Allocation

Richard described a zero-homed routing domain as:

1. No connections into regional networks.

2. Private point-to-point links using leased lines or dial-up used as unadvertised
back-door links.

3. Routing information is not sent to the rest of the internet (essentially, an isolated
Routing Domain).

Single Homed Routing Domains

1. May have multiple links into a regional network.
2. Only attache to one regional network or directly to one national backbone.

Discussions on the actual status of regional networks broke into richer descriptions of
the types of routing domains:

The phone companies use a phone number based on local carrier. It seems to be
geographical due to the structure of the phone companies. Ross Callon suggests that
the geographical nature of the phone system is simply due to the fact the phone
company maps its logical topology onto a physically geographic topology. It is the
logical/carrier-based topology that is really being used.

[A great deal of discussion centered on this point.]

Regional networks are not geographic in nature. Sue Hares noted the case of the state
of Idaho where half of the colleges are served by Westnet and half by Northwestnet.
The reason for the split was the high cost of the inter-state phone lines.

It was noted that geographically-oriented routing may tend to create a flat space of
routing domains, rather than a hierarchy of routing domains.
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Vint Cerf noted that this discussion of geographical versus carrier-based has been a
long-standing discussion dating back some 25 years. A mid-ground in the discussion
might be using the classic idea of default:

1. If you don’t know where to send it, push it up the hierarchy.
2. Hierarchical knowledge puts the burden on the national networks who have
more resources.

Vint Cerf also asked that any allocation plan try to look at the sources and sinks of
traffic.

Juha Heinanen noted that we were talking about three alternatives:

1. Flat data space for NSAP - such as the Internet has.
2. Subscription (or carrier) based addressing.
3. Area Code space.

Ross Callon noted that use of the geographical naming has extreme problems when
a national corporation connects to three different carriers. The national corporation
may want to send traffic to the nearest exit to their private network which spans the
United States.

Guy Almes cautioned that we must not confuse explicit route with a particular Ad-
dress format.

Phil Almquist brought up the idea of a default carrier so the national corporation
would default to a particular carrier.

Vint Cerf indicated it might be fruitful to look at how ISDN selects a terminating
host. The use of IP in the ISDN world brings up issues that may have some bearing
on the Internet.

As time was running out, Richard tried to gather specific changes to the NSAP
guidelines document. The following are my collection of changes:

e Add information about the zero-homed routing domain.
e Add more about multiple links into a single homed routing domain.
e Possibly put in an appendix a list of unanswered issues.

e Put in examples using real life network topologies.

Indicate how this type of NSAP allocation will support future changes to the
Internet. Guy Almes indicated that the structure of regional network may
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change.

e Ross Callon’s example of how a NSAP prefixes work in each of the three cases
for MEGA Big Incorporated.

A separate paper on geographical versus carrier-based OSI NSAP allocation was
suggested. The IAB needs some description of these issues if it is to discuss them.
Such a paper would focus on the pros and cons of each type of NSAP assignment. It
would need to examine past work on the subject, current topology and future needs.
There were no volunteers to author this paper.
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3.4.2 Office Document Architecture (oda)
Charter

Chair(s):

Peter Kirstein, kirstein@cs.ucl.ac.uk

Mailing Lists:
General Discussion: ietf-osi-odaQcs.ucl.ac.uk
To Subscribe: ietf-osi-oda-request@cs.ucl.ac.uk

Description of Working Group:

The ODA working group will develop guidelines for the use of the Office
Document Architecture for the exchange of Compound documents includ-
ing formattable text, bit-map graphics and geometric graphics according
to the ODA Standard. It will consider also Intercept Standards for other
document content types it considers vital - e.g. Spreadsheets. The work-
ing group will define how to use both SMTP and X.400 for interchange of
ODA documents. It will maintain close liason with the SMTP and X.400
Working Groups.

This working group will review the availability of ODA implementations,
in order to mount a Pilot Testbed for processable compound document
interchange. Finally, it will set up and evaluate such a testbed.

Goals and Milestones:

Mar 1991 Inaugural meeting.

Jul 1991 Produce a paper stating what ODA standards or profiles still need
completing.

Jul 1991 Produce paper on how both SMTP and X.400 message systems
should be supported.

Jul 1991 Produce paper on what pilot implementations can be provided.

Jul 1991 Produce paper on what scale and type of Pilot Testbed should be
organised.

Dec 1991 Provide first feedback on the ODA Pilot.
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Ongoing Coordinate ODA Pilot.

Ongoing Review and propose additional enhancements of ODA.
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3.4.3 OSI General (osigen)
Charter

Chair(s):
Robert Hagens, hagens@cs.wisc.edu
Ross Callon, callon@bigfut.enet.dec.com

Mailing Lists:
General Discussion: ietf-osi@cs.wisc.edu
To Subscribe: ietf-osi-request@cs.wisc.edu

Description of Working Group:

Help facilitate the incorporation of the OSI protocol suite into the Inter-
net, to operate in parallel with the TCP/IP protocol suite. Facilitate the
co-existence and interoperability of the TCP/IP and OSI protocol suites.

Goals and Milestones:

TBD Specify an addressing format (from those available from the OSI
NSAP addressing structure) for use in the Internet. Coordinate
addressing format with GOSIP version 2 and possibly other groups.

TBD Review the OSI protocol mechanisms proposed for the upcoming
Berkeley release 4.4. Coordinate efforts with Berkeley.

TBD Review GOSIP. Open liaison with Government OSI Users Group
(GOSIUG) for feedback of issues and concerns that we may discover.

TBD Determine what should be used short term for (i) intra-domain rout-
ing; and (ii) inter-domain routing.

TBD For interoperability between OSI end systems and TCP/IP end sys-
tems, there will need to be application layer gateways. Determine
if there are any outstanding issues here.

TBD Review short term issues involved in adding OSI gateways to the
Internet. Preferably, this should allow OSI and/or dual gateways
to be present by the time that Berkeley release 4.4 comes out.
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CURRENT MEETING REPORT

Reported by Rob Hagens/University of Wisconsin
OSIGEN Minutes

Agenda

e Presentation of the NSFNET CLNP Pilot - Sue Hares.
o Presentation of the RARE CLNS Project - Juha Heinanen.
e Discussion of NSAP guidelines issues.

This meeting was honored with the presence of many X3S3.3 members.

Sue Hares presented an informal description of the NSFNET CLNP Pilot project.
The CLNP prototype operating in the NSFNET backbone was first demonstrated in
1989 at INTEROP. This CLNP prototype is based upon the original CLNP imple-
mentation written by Rob Hagens at the University of Wisconsin - Madison (ARGO)
which was later modified to operate in the NSFNET NSS environment by Dave Katz
at Merit/NSFNET. The CLNP service was fully deployed as an “experimental pro-
totype” by August 1990.

It is possible to obtain an NSAP address under the NSFNET OSI test AAI This
NSAP will be valid during the course of the CLNP prototype. It is not a permanent
NSAP. Contact “nsfnet-admin@merit.edu” for more information about getting a test

AAL

Juha Heinanen discussed the RARE CLNS Project. Rare has to prepare for CLNS
because of:

o Decnet Phase V.
e NSFNET and Internet is likely to employ CLNS instead of CONS.
o A need for an OSI network service for LAN environments.

The goals of the RARE CLNS project are:

e Gain practical experience in CLNS networking (interoperability, routing, per-
formance).

e Produce a CLNS specific RARE NSAP recommendation.

e Propose how to organize the operation and management of CLNS networking
in Europe.

e Provide a testbed for CONS/CLNS interworking experiments.

Nordunet has several CLNS routing domains which are connected via Cisco routers.
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These routing domains are connected to the NSFNET prototype CLNP service via
Nordunet, IXI and RIPE X.25 connected to CERN.

The NSAP format in use today is based upon AFI 39, with a DSP which contains:

Version (1 byte)
Organization (3 bytes)
Routing domain (2 bytes)
Area (2 bytes)

Host (6 bytes)

Selector (1 byte)

A review of the NSAP guidelines document showed that both topological and admin-
istrative address assignment policies have their advantages and flaws. The “change
of address” problem was discussed. This problem occurs when an ES moves from one
regional to another. Two options were identified:

e Send ER with “address not valid code”.
e Automatically forward the packet.

The packet may be forwarded by either forcing the old regional to keep track of old
addresses, or by forcing the new regional to advertise the old addresses. This process
may involve encapsulation as well. A thorough written analysis of these scenerios is
required.

A second issue that was discussed was the problem that occurs when a site is connected
to more than one regional. Three solutions were discussed.

e Define one address to be advertised to all three regionals.
e Break the site into pieces, each with different addresses.
e Make all hosts in the site multi-homed.

There was no consensus on the best solution to the problem. It is not clear whether
there has to be one solution to the problem. The major issue is how will the various
strategies affect the architecture, protocols, algorithms and economies of Internet
growth.
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3.4.4 OSI X.400 (osix400)
Charter

Chair(s):
Rob Hagens, hagens@cs.wisc.edu

Mailing Lists:
General Discussion: ietf-o0si-x400Qcs.wisc.edu
To Subscribe: ietf-osi-x400-request@cs.wisc.edu

Description of Working Group:

The IETF OSI X.400 Working Group is chartered to identify and provide
solutions for problems encountered when operating X.400 in a dual pro-

tocol internet. This charter includes pure X.400 operational issues as well
as X.400 <-> RFC 822 gateway (ala RFC 987) issues.

Goals and Milestones:

Jul 1990 Develop a scheme to alleviate the need for static RFC 987 mapping
tables.
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CURRENT MEETING REPORT

Reported by Judy Messing/MITRE
OSI X.400 Minutes

Agenda

e Review of Draft Proposal for the use of the Internet DNS to maintain RFC
987/RFC 1148 Address Mapping Tables

X.400 Deployment Issues
XNREN Discussion

e Announcement of new Working Group

Operational Issues Discussion

— PRMD Organization
— Originator/Recipient Name Assignment
— Address Mapping

The meeting was convened by Robert Hagens, Working Group Chair.

The revised “Draft Proposal for the Use of the Internet DNS to Maintain RFC
987/RFC 1148 Address Mapping Tables” (by Cole and Hagens) had been circulated
on many mailing lists prior to the meeting. This proposal describes how the DNS
could be used to store, retreive, and maintain the mappings between RFC 822 domain
names and X.400 O/R addresses. The first order of business was the review of this
draft proposal.

The following issues were discussed and resoved during the review:

1. Placement of TO-X400 and TO-822 resource records in the DNS tree
(Section 4). It was decided that both records should be placed under the same
DNS root. This should be done in both the transitional and experimental phase
of using the DNS for the mapping tables. A suggestion was made to demonstrate
this placement more clearly in the document by a drawing of the domain name
hierarchy.

Steve Kille noted that placing the two records under the same root provide a
good facility for management of the mappings, distribution of zones of the DNS,
and for zone transfers. Placing the records under the same root will result in a
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routing performance loss because it requires lookups in two trees.

2. Determination of name for T0-X400 and T0-822 root (Section 4). Hagens sug-
gested the root name ORMAP.ORG. Steve Kille suggested a new top level
domain .TABLE. Then the root name would be ORMAP.TABLE. The consen-
sus was to request a new top level domain .TABLE. If this request was not
granted, the records should be placed in ORMAP.ORG.

3. Structure of O/R Address in Domain Name Syntax (Section 4.1): Alf Hansen
proposed three alternative solutions:

e The syntax given in Appendix F of RFCs 987 and 1148.

e An algorithmic, more human readable, syntax replacing blank attributes
with a hyphen.

e An algorithmic, more human readable, syntax dropping blank attributes.

Steve Kille remarked that the text syntax of RFCs 987 and 1148 are now being
used in other environments and strongly argued for remaining aligned with
that syntax. This syntax is also used in the DNS standard. The consensus
was to keep the syntax aligned with the RFCs and to refer to RFC 1148 in the
draft standard when discussing the structure of the O/R addresses. The RARE
printable format will be used in text examples. In section 4.3, Step 2 of the
example, the wildcard count of 5 is a typo. This will be changed to 6.

4. Error Recovery (Section 4.4): A discussion on the appropriate action for the
mapping algorithm based upon the DNS response code resulted in a recom-
mendation that this section be rewritten. The new section on Error Recovery
will reflect the way RFC 1148 handles the case where a hit is not found in the
mapping lookup table.

5. RFC 1148 Issues: The draft will reference RFC 1148 as the primary address
mapping document. RFC 987 will be referenced as a secondary document.

6. Proposed Resource Records (Section 3): Hagens reported that the types as-
signed to the new Resource Records defined in the document are incorrect, but
that real values would be assigned when the draft is issued.

7. DNS Address Class (Section 6): Discussion was held on whether the new Re-
source Records should be assigned to the Internet address class, IN, or the ISO
address class, ISO. Suggestions for the assigned address class were to omit it,
use a wildcard, add a new class called “mapping”, or use IN. The question was
raised as to whether the DNS implementations actually accepted an address
class other than IN. The decision was that IN would be acceptable, but that
Hagens would coordinate the address class assignment with Paul Mockapetris.
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8. Transition Phase (Section 5.3.2): The consensus was to remove this section
from the proposed draft and expand it into a separate document. The current
proposed draft and the new transition document will reference each other.

9. Coordination and Administration (Section 5): The proposed draft spoke of the
master copy of the mapping database as the copy stored in the DNS namespace.
Steve Kille pointed out that there is a global use of the mapping database and
that it could be stored in three forms: table form, DNS form, or X.500 form. At
his suggestion, the Working Group agreed that the proposed draft should define
a model on the global use of the mapping table and the proposed transition
document define the details of how the model would be actualized.

The model is based on country. As a national issue, each country decides
whether its master copy of the mapping database is stored in the DNS, a table,
or an X.500 directory. If a country changes from one master to another, it takes
responsibility for moving from its original master to its new master. Procedures
to follow when a country chooses to transition from one master to another must
be developed. Currently the RARE project is mastered in tables. Each country
maintains its own tables and the RARE Working Group maintains the global
mapping table. The United States will be mastered in the DNS. At this time
RARE is responsible for maintain the mapping tables and the University of
Wisconsin is responsible for maintaining the DNS mapping records.

Discussion of XNREN PRMD

Alf Hansen gave a presentation on the XNREN, the Wisconsin Internet X.400 pilot
project PRMD. He made the following points:

e XNREN is experimental in nature.

e XNREN is a production-quality service-oriented PRMD.

e XNREN can be joined by any organization willing to operate a local X.400
service and contribute to a better understanding of operational issues.

The Wisconsin pilot project will offer ARGO X.400 code to non-commercial private
organizations. Currently there are two X.400 implementations in XNREN: the Uni-
versity College London PP and Wisconsin ARGO X.400. The pilot project is focusing
on short term operational problems. NSF has funded it for two years. Participating
organizations must agree to the following:

e Register their organizations and organizational units with the ad-hoc XNREN
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Naming authority.

Appoint a MHS site manager.

Operate any RFC987 gateway according to agreed upon rules.
Define X.400/RFC822 address mappings.

Use commonly agreed upon mappings.

Use locally defined mappings.

Route traffic external to XNREN according to specified rules.

The XNREN pilot is a member of the International RD Service. It provides connec-
tivity to Internet mail and, under the leadership of the Corporation for National Re-
search Initiatives, plans to establish contact with the national ADMDs with the goal
of negotiating interconnection agreements and experimental exchange of messages.
The XNREN PRMD is also interested in exchanging experiences and establishing
connectivity with other Internet PRMDs. XNREN will offer the following services:

Assist participants in the pilot in setting up their X.400 service.
Produce informational material about service developments.
Take an active role on X.400-related mailing lists.

Allow testing of new software and procedures in XNREN.
Incorporate X.400 technical innovations into experiments.

Use the X.400 infrastructure to experiment.

Contact XNREN at:

postmaster@cs.wisc.edu
or
X400-project-team@cs.wisc.edu.

MERIT is operating an X.400 gateway to Internet for SprintMail. Mark Knopper
expressed interest in directly routing to XNREN.

New Working Group Announced

Rob Hagens announced the formation of the X.400 Operations Working Group. Its
goal is to insure interoperability between Internet PRMDs. The first task of the
group will be to draft a document that specifies requirement/conventions of Internet
PRMDs. Membership in this Working Group will be limited to people with planning,



246 CHAPTER 3. AREA AND WORKING GROUP REPORTS

deployment, and operational responsibilities. The Working Group will address the
following issues:

e Basic Assumptions
o Connectivity
— Stack Choice
— Degree of interconnection
Routing
— Necessity of well-known entry point
— Policy on transit traffic
— How to connect to ADMDs
Collective representation of PRMDs
— Internationally
~ Interacting with public carriers
Forum for addressing mapping coordination
1984/1988 issues
X.500 issues

The group discussed the necessity of forming a new Working Group. Steve Kille
wondered if the work was not within the scope of this Working Group. Hagens said
that the new Working Group was operational and motivated toward concrete progress.
He also said that if the current Working Group had completed its agenda, it could be
dissolved. The first meeting of the X.400 Operations Working Group will be February
4-6, 1991 at NASA-Ames.

Operational Issues Discussion: PRMD Organization

Rob Hagens announced that a preliminary meeting of X.400 operational people had
been held on November 28 at the University of Wisconsin. The following general
assumptions had evolved for the Internet PRMDs:

PRMDs can be directly connected to each other.

PRMDs will not all be directly interconnected.

PRMDs must have unique names in the US.

A PRMD can be a naming authority for its organizations.
A PRMD can be connected to 0 or more ADMDs.

X.400 addresses should reflect organizational structure.

Address Mapping

Alf Hansen presented two proposed methods of address mapping when a user of an
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X.400 system wants to send mail to a user of an RFC 822 system and vice versa. One
solution consists of mapping the elements of the receiver’s mail system address into
elements of the sender mail system address structure. The receiver address then looks
like a valid address of the sending mail system. In the second solution, the receiver’s
address is left in the syntax of his mail system. For the X.400 to RFC 822 case,
the recipients address is placed in a Domain Defined Attribute and the Organization
indicates the community the address refers to, e.g., Internet or RFC822. In the RFC
822 to X.400 case, the recipient address is placed in quotes in the left-hand side
term of the domain name; the community it placed on the right-hand side of the
@ sign. The group discussed the mapping issues, but no decision was made. Steve
Kille warned that if the chosen solution generates X.400 addresses than messages with
those addresses must be able to be delivered.

1988 X.400

Steve Kille suggested that the Working Group name 1988 X.400 as the Internet
supported standard. He pointed out that 1988 X.400 supported directory, security,
distribution lists and the message store. Kille said one defect of 1988 X.400 was that
it did not allow a 1984 X.400 user to address an arbitrary 1988 user. However, he
said he had a simple proposal that he intended to specify to correct this problem.
In the discussion, it was pointed out that GOSIP does not specify 1988 X.400 until
GOSIP Version 3, which is two years away.

The final discussion of the meeting centered on determining if there was any interest
in writing a MIB for X.400 and X.500.
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3.4.5 OSI Directory Services (osids)
Charter

Chair(s):
Steve Kille, S.Kille@cs.ucl.ac.uk

Mailing Lists:
General Discussion: ietf-osi-ds@cs.ucl.ac.uk
To Subscribe: ietf-osi-ds-requestQcs.ucl.ac.uk

Description of Working Group:

The OSI-DS group works on issues relating to building an OSI Directory
Service using X.500 and its deployment on the Internet. Whilst this group
is not directly concerned with piloting, the focus is practical, and technical
work needed as a pre-requisite to deployment of an open Directory will
be considered.

Goals and Milestones:

Mar 1991 Definition of a Technical Framework for Provision of a Directory
Infrastructure on the Internet, using X.500. This task may later be
broken into subtasks. A series of RFCs will be produced.

Mar 1991 Study the relationship of the OSI Directory to the Domain Name
Service.

Ongoing Maintain a Schema for the OSI Directory on the Internet

Ongoing Liaisons should be established as appropriate. In particular: RARE

WG3, NIST, CCITT/ISO IEC, North American Directory Forum.
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CURRENT MEETING REPORT

Reported by Richard Colella/NIST, Steve Kille/UCL
and Peter Whittaker/BNR

OSIDS Minutes
Agenda
Introduction

The meeting was opened by the Chair, Steve Kille (UCL). Introductions were made
and minute-takers were solicited. The proposed agenda was approved and the meeting
proceeded accordingly.

Minutes of Previous Meeting

The minutes of the San Jose meeting were approved with minor changes.
Document Distribution

A number of attendees had problems with document distribution.

1. ASCII documents were formatted for A4 size paper, which is inconvenient for

those in the U.S.

2. ASCII versions of the documents were somewhat idiosyncratic in format — Steve
pointed out that the primary form of documents he generates is PostScript and
he was not intending to spend significant amounts of time reworking the ASCII
versions,

3. A number of people could not print the PostScript versions of the papers re-
trieved from CNRI - Steve said that this problem was easily correctable and he
would take care of it.

4. A few people remarked about late distribution of documents and a consequent
lack of time to obtain and review them prior to the meeting.

Statement of Objectives/Scope/History

Steve spent a few minutes reviewing the objectives, scope, and history of the group
for those who were not at San Jose. He emphasized that the DSWG was chartered to
develop a technical framework for an X.500 deployment, but was not intent on being
the instrument for deployment.

Introduction of Documents
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Steve briefly introduced each of the documents that were input to the meeting:

o “Replication Requirement to Provide an Internet Directory Using X.500.” S.E.Kille.
e “Replication to Provide an Internet Directory Using X.500: A Proposed Solu-
tion.” S.E.Xille.

“IETF Directory Working Group Scope (Version 3).” S.E.Kille.

“The COSINE and Internet X.500 Naming Architecture.” P.Barker and S.E.Kille.
“Building an Internet Directory Using X.500.” S.E.Kille.

“An Interim Approach to Use of Network Addresses.” S.E.Kille.

“A String Encoding of Presentation Addresses.” S.E.Kille.

Using the OSI Directory to Achieve User Friendly Naming.” S.E.Kille.

Liaisons
NADF - Marshall Rose (PSI)

The North American Directory Forum (NADF) is a consortium of service providers
and potential service providers of public X.400 and X.500 services. The NADF has as
its focus the North American market. However, they realize the need for international
connections, possibly through multi-lateral agreements. Their raison d’etre is to figure
out how to share proprietary information, required to provide a seamless service,
without compromising their business interests.

The NADF has had four meetings to date. Their next meeting is in March, 1991.
Stable technical proposals addressing some of the NADF members’ concerns will
probably be made in March, but the consensus process makes actual timeliness for
agreements uncertain.

The primary contact for the NADF is Don Casey (Western Union). To provide
continuity, a standing Chair, Ted Meyer (Rapport), has been retained.

OIW Dir SIG - You-Bong Weon-Yoon (ATT)

The OSI Implementors’ Workshop (OIW) produces multi-vendor agreements based on
OSI standards. The Directory Special Interest Group (Dir SIG) produces agreements
on the X.500/ISO 9594 standard. Current work in the SIG is in developing interna-
tional standard profiles (ISPs) through coordination with the two other regional OSI
workshops, EWOS in Europe and AOW in the Pacific rim area.

Beginning in the December, 1990 meeting, the SIG will begin developing multi-vendor
implementation agreements on replication, access control, and distributed operations
(the latter will be coordinated with the OSINET work on interoperability test devel-
opment).

RARE WG3 - Steve Kille (UCL)
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RARE WG3 has two subgroups of interest: a user information area and a group
working on directories. The Directory group has an analogous function in Europe to
this Working Group of the IETF. The next meeting of RARE WG3 is January 17-18

in Brussels.
ISO/CCITT Meeting in Ottawa — Steve Kille (UCL)

Steve summarized the current work in Directory standardization as it stood after the
Ottawa meeting. The main areas of interest were in:

e Extensions to the information model in the areas of schema (e.g., publication)
and operational attributes (i.e., those associated with a subtree, such as access
control defaults).

e Abstract services — e.g., paged results (does not deal with collating).

e Matching rules — will be user-extensible, rather more formally defined than
today, and bound to attribute syntax.

e Replication — now a CD (Committee Draft — what used to be a DP); defines
incremental shadowing, among other paradigms.

e Distributed entries — large and complex document, not well organized and dif-
ficult to comprehend. CCITT is intent on seeing this in 1992, but it is not
believed to even be a Work Item in IEC.

e Short-form names — some support is expected in 1992, though not necessarily
a good technical solution.

e Migration from ’88 to ’92 X.500 — a document is available on this.

e Access control — work is progressing, but the editor recently resigned. A new

editor has taken over and the access control documents have been reissued on
a second PDAM ballot (Proposed Draft Amendment — used to be PDAD).

PSI White Pages Pilot Presentation — Marshall Rose (PSI)
Information is available as PSI TR 90-05-10-1 and PSI TR 90-09-10-1 from info@psi.com.

Marshall provided an overview of the PSI WP Pilot. As a digression, he described
an alternative name registration scheme based on the existing civilian naming infras-
tructure for states, counties, cites, etc. Some questions remain. This will likely come
onto the agenda at the next meeting.

FOX - Paul Mockapetris (DARPA)

Paul briefly discussed the Field Operational X.500 (FOX) project that DARPA is
funding. It is based on a pair of meetings that occurred two years ago which resulted
in RFC 1107. There are four participants:

1. ISI - main contractor and responsible for project oversight.
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2. NYSERNet/PSI.
3. Merit.
4. SRI.

The objectives are twofold:

1. Get X.500 closer to operational status.
2. Demonstrate interoperability among multiple X.500 implementations.

SRI will use the NIST implementation and investigate supporting some of their tradi-
tional roles, such as registration. Merit is considering using X.500 to publish network
numbers. PSI will be cooperating in interoperability testing with the NIST imple-
mentation and another implementation (as yet undecided).

Cosine Pilot Directory Service — Steve Kille (UCL)
The slides of this talk are available from UCL. Mail to info-server@cs.ucl.ac.uk.
Scope of Group and Review of Charter

Fundamentally, there were no significant disagreements about what the scope and
charter documents say. There were two specific decisions made:

1. The scope should specifically state that the aim of the group is to align with
the base standards and profiles on the extensions when these become available,
and,

2. The charter will be collapsed into the scope document.

Infrastructure Strategy

The document “Building an Internet Directory Using X.500” was discussed. The
substance of the discussions was:

e The document needs a caveat that this approach will not necessarily address
everyone’s X.500 needs.

e Need to address the issue of name allocation at the top levels of the naming
tree.

e Need to do a better job of naming DSAs, rather than just having them named
high up in the tree (which is awkward).

e Under the section on replication of knowledge and data, add that an intercept
strategy could be defined by others (e.g., the OIW Dir SIG), not necessarily by
this Working Group.

e In Section 3.3, the sentence that begins, “There is a requirement to extend...”
will be amended to read, “There may be a requirement to extend...”.
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There was general agreement on the contents of the document and folks felt that it
should move forward. Steve proposed that the target should be to have it become an
RFC in one to six months.

Replication Requirements and Scheme

A number of issues arose during the discussion of replication:

e Lower-layer stacks — combinations of LL stacks should be allowed even thought
this results in less-than full interconnectivity of DSAs. However, guidance
should be given on the desirability of having increasingly richer connectivity
as one moves higher up in the tree.

e Remove Section 3 of requirements document — this is either a trivial or in-
tractable problem; in either case, no statement is needed.

e Section 5 of requirements — there was some confusion about what this section
meant. Steve agreed to rewrite it in words similar to those he used in explaining
it.

e Section 6 of requirements — the new scaling target will be 100,000 non-leaf
entries, given that this is at least an order of magnitude greater than what we
think is really required.

o Replication approach — after some discussion of the appropriate approach to
take to replication — a non-standard scheme such as that in QUIPU, an inter-
cept strategy, or wait for the standard. The general discussion was inconclusive.
A subgroup, consisting of those most active in the overall disucssions was formed
(DO, PM, PK, GM, SK) to look at the problems, and in particular the issues
of migration. The consensus of the off-line discussion was that the best ap-
proach, all things considered, was to use a scheme based on that described in
the replication proposed solution document. This was agreed to by the rest
of the Working Group. Also agreed was that a replication scheme based on
the standards work will be adopted when available. The interim nature of the
solution should be emphasized. It was noted that DUA /DSA interaction is not
affected.

Domains and X.500

There was some discussion on how to represent Domain Names (DN) (i.e., the at-
tributes) in the X.500 DIT: octet strings or IA5 strings. There seemed to be some
confusion about what the implications of this are. Steve said that he would talk to
Paul Mockapetris off-line and figure out what the issues really are.

There was some lengthy discussion on the utility of storing DNS information in the
DIT.

Steve agreed to make the minor changes to the document suggested by the discussion.
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Otherwise, he will progress the document as an RFC pretty much as is.
Day 2

Gita Gopal of Bellcore gave a presentation on a Bellcore research project studying
methods of providing support for distributed entries in a heterogeneous multi-server,
multi-protocol, multi-media, multi-context environment.

The Bellcore method is based on a central Linking Data Base, (LDB) which contains
one entry per person keyed on a unique Personal Identifier (PID). Each entry contains
references to all known Databases (DB) holding information about the particular
individual, as well as the protocol information necessary to access those DBs (i.e., J.

Foobar, Widget Inc, X.500 DSA, RFC1006 address, etc...).

The chief goal of this project is to allow users to access any and all information about
individuals maintained by various DBs using only information from a particular DB.
For example, given a DN for a person’s business entry (i.e., an organizationalPerson),
a user would be able to send mail to that person’s home by telling a UA to check the
LDB and use the business DN to find a residential OR address.

The use of aliases in an X.500 DIB was suggested as an alternative method of achieving
the same results, but was rejected as being inapplicable to distributed entries. The
LDB solves the distributed entry problem by considering the person as the essential
element rather then focusing on the entries themselves.

Contexts are supported using a dynamic schema. Users are expected to have some
knowledge of the context from which they are searching (the example of having to
know what a telephone number is, and what equipment it can be used with, before
being able to make use of it, was raised as analogous to the LDB scheme).

There are several outstanding issues that require further research: the LDB only
links entries for people - certain simplifying assumptions have been made based on
this - the capability for handling the more complex interactions and interlinkages that
might arise when linking information about machines, applications, or organizations;
security has not been thoroughly explored, nor have access controls; the “publishabil-
ity” of PIDs needs further investigation - are these to be used exclusively as internal
pointers, or has more general “personal access (i.e., phone) numbers”?; management
and generation of unique PIDs, and the administrative problems involved.

User Friendly Naming

Discussion then turned to Steve Kille’s paper on User Friendly Naming. The goals
of this paper are the provision of: an improved method of transmitting names, and
better handling of purported name lookup.
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The result of the discussion was that Steve would revise the paper to reflect the issues
and concerns raised by the Working Group, and present it again at the next meeting.

Among the issues raised were:

e Tuning the algorithm to handle changes in DNs; at the moment, a change to
a previously resolved DN makes that earlier resolution useless (the user would
have to go through the process of resolving a purported name each time a DN
changed).

e The addition of “yet another” syntax, and the related issue of other work in the
field, specifically the OSF work.

It was decided that the paper would reference and track the OSF work.

Yew-Bong referred to the work of Al Grimstad of Bellcore, which was submitted to
CCITT SG VII as a corporate position on User Friendly Naming. Current SG work
should also be tracked.

The X.500 SG is unlikely to provide a standard until 1996: should this method be
submitted for SG VII consideration?

Moving from one machine to another: is it reasonable to expect the same syntax
to work under different architectures (i.e., VM and Unix, where, for example, the
meaning of ““ to the command line interpreter is vastly different (quote on Unix,
escape character on VM).

The related issue of allowing a user to “tune” his environment: different machines
(under the control of different organizations) might have different “correct” behaviour.

User customization might hide or expose these differences, and make searching more
difficult.

Vinton Cerf and Peter Mierswa suggested that User Friendly Names are inappropri-
ate as an “exchange format”: only DNs should be relied upon, and communicated
between users. In addition, Vint suggested that “guessability” was less important
than exactness.

Paul Mockapetris raised the question of the “Monte Carlo” method of name resolu-
tion: users guess at a name and receive a list of possibilities; they continue guessing
until they get the DN they want or need. The user interface should allow this be-
haviour.

The current model does not handle deep DITs very well; more work is needed in this
area. It would help if the top two or three levels had “non-obscure” names. Wild
Card searches (especially leading Wild Cards) need further investigation. Multiple
occurrences of the same string in a DN (i.e., as both a county and a city) must



3.4. OSIINTEGRATION AREA 257

be underlined to the user. DNs should always be returned when resolved - should
users be able to build dependencies on purported names? Care must be taken when
stripping RDNs for “displayability”.

Replication Solutions

Steve introduced this section by noting that several documents bear directly on this
subject, notably the proposed RFCs on Presentation Address Representation and
Network Address Representation. It was decided that these would be dealt with first.

Network Addressing
Steve’s summary of the problem, and the solution offered in his paper:

If you look at an OSI address from a DIT, you get a presentation address, which
works fine with an OSI network service, but does not work with RFC1006 or X.25(
80) addresses, owing to the lack of an OSI network server for these address formats.
This document provides a method, using Telex addresses, to map non-OSI addresses
onto OSI addresses. It is ugly, but it is functional, and requires no extensions to
current protocol.

The OSF Towers solution allows you to slice different protocols in and out at any
particular layer, allowing you a choice of transport and network addresses. It is
a better and more elegant solution, but it requires extension to X.500(88). This
is unacceptable, in Steve’s view. Ideally, Steve would like to push OSI/CCITT into
adopting OSF Towers for 1992; we could move to it at that time. Until then, however,
it would be better to go with an interim solution that does not require protocol
extensions, but that allows full inter-connectivity.

After a brief discussion to clarify the reasons for adopting this method over the
Towers method, it was agreed that this would be accepted as the OSI-DS WG official
recommendation on network addressing, but that it would be explicitly noted as an
interim solution only.

Among the concerns raised were:

OSF Towers and this method are both “hacks”, the former as it requires extensions,
the latter as it uses the UCL Telex number as the basis of network addresses. Steve’s
method is less of a hack, though.

This method does not guarantee 100interpret the Telex number, then it will not be
able to contact the specified entity. Steve admits that this method does not give
100success, but since it uses current protocols rather than extensions, it will offer a
better success rate than Towers.
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Presentation Addresses

Steve believes this document must be taken in concurrence with the Network Address-
ing document because it provides for better handling of dotted decimal encodings,

and provides an extension to presentation address handling (‘/’ changed to ‘+’) to
bring our work in line with ISO 8348 (X.213).

QUESTION: This is an extension to the standard? RESPONSE: Steve. Yes.

QUESTION: Is there a need to represent a presentation address that specifies an IP
address that is not an RFC1006 address? RESPONSE: Steve. I hope not, but we

need to be able to specify IP addresses that are not on the Internet, such as local
LANs.

After minimal discussion, it was agreed that this document should proceed in parallel
with the Network Addressing paper.

Replication Solutions
Steve provided an overview of the current proposal:

Sec. 1: Benefits of the approach: it has been proven in operation; owing to its
current use, there will be minimal effort involved in moving to it as a pilot standard;
the approach is simpler and easier to implement than the current standards approach.

Sec. 2: Enhancement of Distributed Operations to provide better handling of referrals
and chaining (an extension to the standard). This approach is closely tied to the
previously reviewed papers on network and presentation addresses. It uses the concept
of a “community” (coded into the presentation address) to allow a DSA to decide if
a DUA and another DSA can in fact communicate directly.

Sec. 3: Extend the semantics of X.500 so that DSAs can deal more intelligently with
Subordinate, Cross, and Non-Specific Subordinate, References.

Sec. 4: The replication data model: replication of all sibling entries rather than
subtrees, or specific entries.

Sec. 5: Improved DSA naming: placing DSA names in a well known DSA with root
knowledge; placing DSA names in the higher (closer to the root) portions of the DIT.

Sec. 6: Definitions of objects necessary to represent knowledge information in the
DIT (rather than having DSAs maintain it as a “local matter”).

Sec. T: Definition of a simple replication protocol: data propagation in a star-like
fashion.
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Sec. 8: Definition of the “Internet DSP” Application Context to allow for easier
identification of Internet extensions.

Sec. 9: Scaling limits and migration strategy.

Sec. 10: Reserved for future definitions of application contexts, object classes, and
attributes necessary for replication

The result of the discussion was that Steve would revise the paper to reflect replicated
EDBs in pieces, rather than single units. This extension will be available in the next
release.

In addition, Steve introduced the ASN.1 required to allow QUIPU to transfers repli-
cated EDBs in pieces, rather than single units. This extension will be available in the
next release.

Steve also suggested that it would be appropriate to write a paper on how to structure
the DIT to achieve high performance and high reliability using current replication
methodologies. He took this as an action item for himself. This document could then
be put forward as a statement of administrative guidelines on DSA naming, and DIT
structure.

Issues raised:

Scaling: the paper quotes 10000 units as the upper level of scalability. Steve noted
that this refers to fan-out, not number of entries, as the unit of replication is a single
level, and not an entry or subtree. Steve also noted that QUIPU would be extended
to allow incremental updates of replicated data using an MHS. Since the master DSA
would always be reachable, there would be no problem in using MHS to transfer
EDBs while using replicated data to lookup the appropriate MHS address.

DSA-DUA communities. The paper as presented did not properly described how a
DSA decides whether or not a DUA and another DSA can communicate directly.
Steve indicated that he would rephrase Section 2 to reflect the fact that PSAP com-
munities are used to make this decision, not actual physical connections.

Vint asked whether access controls were replicated. Steve answered that private
agreements must be used to maintain ACLs on replicated data, and that an open
environment would be publicly readable. ACs are stripped during replication as they
are a private matter: only published schema get transferred.

Paul questioned the Section 3 use of NSSRs: the changing of NSSR semantics from
AND to OR would mean that multiple DSAs could not hold different “chunks” of
superior entries. Steve indicated that he would place a clear warning about this in
the document.
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Expiration dates on information: Two separate issues were identified: caching and
replication. It was determined that caching requires a TTL mechanism, but that
replication can use a simpler approach, such as having a slave make regular “pulls”
from the master. Paul noted that applications must be built to expect stale data
(X.500 makes no guarantees about data freshness), and that obtaining authoritative
data is an application problem. It was decided that the unit of replication would be
delivered with an advisory refresh date.

Naming Architecture Registration

Steve: In order to build useful applications, we need to extend the Naming Archi-
tecture as supplied in the standard. This paper describes the formal administrative
support for the creation of new elements in the architecture. The aim of this session is
to discuss and define the registration and maintenance methodologies (currently UCL
maintains pilot architecture for both the Internet and COSINE). UCL would main-
tain ownership of this document until the end of the COSINE project in December of
1992. It is hoped that this work will have been incorporated by the standards bodies
by that time. The document defines an arbitration method for deciding what does
and does not become part of the naming architecture: the editor has discretionary
powers to include, exclude, or modify, as needed, subject to appeals to the OSI-DS
Working Group mailing list, or arbitration from RARE and the OSI-DS Working
Group.

After a brief discussion, it was agreed that this document could be issued (with minor
revisions) as the first RFC of the DS series, and that it would be updated every 3-6
months.

Issues raised:

Size of entries in a DIT: concern focused primarily on the size of the photo attribute.
After some discussion, Steve indicated that he would reword the document to indicate
that participating DSAs can store entries at their discretion, but that if they choose
to store entries of a given type, they must agree to store the published attribute
maximum sizes.

Several individuals mentioned concerns with certain object classes and attribute types
listed in the paper. After gentle chiding from Steve, they agreed to test the procedure
by submitting complete ASN.1 proformas for the additions they were concerned with.

Steve indicated that he would make an arbitrary decision whether or not to include the
appendices Unix shells for Naming Architecture Maintenance. They were considered
useful, but not for everyone.

Security Considerations
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Peter Yee: this paper identifies some of the security issues that must be addressed
when planning a security policy for the Internet pilot.

Steve Kille: We must distinguish between X.500 as a user and as a provider of security
for the pilot. As a provider, we can use X.509 in a very straightforward fashion.

As a user of security services, we have a more interesting issue. Unlike replication,
we can work entirely within the standards. We need to prepare notes identifying
the organizational issues involved, and documenting methods addressing these issues.
There are three main areas of concern: authentication, access control, and remote
updates.

After considerable discussion, it was agreed that Peter Yee should revise and resubmit
his document for consideration at the next meeting. Steve Kille asked for volunteers
to do the “voluminous legwork” required to research and resolve the open items in
this area, but there were no volunteers.

Issues raised:

Remote management. There was considerable disagreement over the issue of simple
authentication as adequate security for remote management. PEM representatatives
and proponents of strong authentication felt that simple authentication was not ap-
propriate, as it would be too easy for an outsider to remove or modify certificates, or
keys.

One proposed solution that was partially acceptable is the requirement that DSAs be
able to store X.509 information (certificate lists, public and private keys, certificates),
and that DSAs using simple authentication or no authentication would not allow
remote updates.

Searchability. Several participants indicated that without some form of access control,
they would not open their DSAs to the Internet, as they did not want to allow “DSA
dumping”. It was generally accepted that authentication (simple or strong) or “skinny
pipes” on searches would be acceptable.

Steve Kille has since proposed a method of limiting searches and lists to the OSI-DS
Working Group mailing list.

Applications that require X.509. There was some debate over whether or not the
number of applications requiring strong authentication would actually increase if it
were provided. More research is needed, as this is a “chicken or egg” situation: do
the applications cry out for X.509, or does X.509 invite new applications?

The relationship between the OSI-DS Working Group and RSADSI/PKP. It was
suggested that perhaps the IETF or the IAB could negotiate an Internet-wide RSA
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license with the relevant bodies. More liason work and research is needed.
Next Meeting

SRI offered to host the next meeting in California, Feb. 12-13. Steve will issue a
preliminary agenda in the near future.

AOB

Standard APIs. It was agreed that the IETF should adopt a standard API for the
pilot. X/OPEN and XDS were mentioned. This item will be discussed further at the
next meeting.

The Canadian X.500/Library Project. Dave Brent asked if the Working Group should
look into this. Steve asked for volunteers to propose an RFC on the subject. This

will be discussed at the next meeting.
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INTERIM MEETING REPORT

Reported by Bill Manning/Texas Instruments
OSIDS Minutes

First Meeting, October 11, 1990 - San Jose

Agenda

¢ Introduction/Welcome
e Scope and Charter Discussion
e X.500 Extensions
o Relationship of X500 to Other Working Groups
e Application use of X500
e White Pages Issues
— Liaison with RARE-WG3
— Naming Schema
— Naming Notation
— X.500 Extensions

Scope and Charter:

Group to provide a framework for x500 pilot within Internet. Revisions to proposed
scope V2 include:

o ITEM 1 - X500 extensions Focus on Internet procedures of operation i.e., RFC’s.
Avoid areas that will become standardized, but attempt to provide “interim”
solutions that will intercept the CCITT /ISO solutions. Areas of concern are:

— Replication*

— Knowledge Managment

— Schema Managment

— Access Control

— Authentication - both these should have intercept code from Oct90 Ottowa
meeting

— Distributed Operations for Partially Connected DSAs*

— Presentation Address handling

* Areas that this group might profitably address.
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e ITEM 2 - Application of the Directory A prioritised list of areas that pertain
to Internet are:

1. DNS aspects

2. Yellow Pages and general searching

3. Privacy i.e., X509 “holes”, RFC’s 1113/4/5, Policy based routing
4. RFC 1148/987 (as a BOF?)

e ITEM 3 - Deployment 3.1 Schema. Review THORN/RARE naming architec-
tures as a basis for work.

e ITEM 4 - Liaison. NIST is already involved via R.Colella. S.Kille will initiate
RARE WG3 contacts CCITT/ISO IEC - 7?7 NADF - [ES] to pursue.

[ES] North American Directory Group Summary: The mission of the North American
Directory is to collaborate for the purpose of establishing public directory services
based on CCITT X500 recommendations and to accelerate their implementations in
North America as well as to stage implementations based on CCITT X500 specs.
They are moving toward deciding local (NA) matters and resolving global issues.
Future plans include holding a forum where they hope to flag standards problems. A
program plan exists with dates for completion. These dates are INTERNAL targets
only and not for public consumption (there is already some slippage). Two subgroups
have already been established:

1. Service definitions
2. Strawman schema - M. Rose is acting as a consultant here

Membership is currently limited to any ADMD (X400), or ADMD in NA and requires
a willingness to work with peers. Operations is to be concise. Work is based on paper
contributions. Approx. 55 documents so far. Overriding them all is a “living” docu-
ment. Current members of the North American Directory include; ATT, Ameritech,
BellLabs, Bell Atlantic, Bell South, Bellcore, GEIS, IBM-CA, ITT, MCI, Infonet,
PACbell, PSI, IBM, Nynex, SWbell, US Postal Service, Sprint, Teleglobe-CA, West-

ern Union.

One major agreement so far is in the sharing of information regarding the location of
information holding records for All DN. In other words, Any given DN has a pointer
to a DSA that holds the record for that DN. This data could be cached...maybe. The
issue of who owns the records is still open for debate, but some information must be
shared. The minimal set seems to be the pointer to every DN. Several questions have
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been raised (note: all responses to questions, unless otherwise stated, were given by
Einar Stefferud):

QUESTION: Can a provider charge for access to data they do NOT own? RE-
SPONSE: There is at least one telco and ADMD in each country. North America has
quite a few. They are NOT forceably constrained to cooperate and ARE forceably
constrained to compete.

QUESTION: What about offnet registrations, i.e., data NOT stored in an ADMD
DSA, but in a private DSA? RESPONSE: Not part of the agreements between
providers. If the data is not in an NADF DSA, then all bets are off, since DN’s
do not say who owns the record.

QUESTION: How are areas handled, i.e., are there multiple owners by object class?
RESPONSE: Local telcos have odd service bounderies, but if you look in a directory,
it contains no locality information (who “owns” my number). The real problem is
with distributed entries.

[SK] X500 replication should be on a per entry basis in a formal, controlled environ-
ment. There isn’t the concept, as in DNS, of something polling up the tree for infor-
mation. There is a view that X500 entries are “atomic” i.e., one person controls the
entry not parts of that entry. The problem that Steff referred to was with distributed
entries where someone maintains parts of an entry and someone else maintains other
parts. For example your telco may want to manage your phone number, while the
email provider may want to manage the address part. It is a very real requirement
but technically awkward. NADF has discussed the distributed entry problem and is
hoping for it to be solved before implementation, however some feel they ought to
proceed under the assumption that there will not be distributed entries. They will
have to deal with it some other way.

[SK] The issue of distributed entries is actuallly where you need to manage the data
that is kept in the separate DSAs, it might be a type of access control where you have
the data in one DSA controlling access to data in a separate DSA.

[ES] Yes, this sharing is kind of interesting because precisely what file systems are
presented and where the data resides becomes a matter of negotiation between parties

on a per entry basis. (The potential for bandwidth consumption could be enormous!
- WCM)
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QUESTION: Does that mean that more than one DSA holding partial resolution of
an entry? RESPONSE: [SK] That is the model that we would like to evolve. That
is not what is happening at the moment. QUESTION: So there is more than one
pointer to multiple DSAs? RESPONSE: [SK] You get into a mess very rapidly in that
case, but that is where it’s at. RESPONSE: [ES] Yes, this is an unsolved technical
problem and maybe an as yet undefined research problem.

[SK] A more general point. It is known that we are trying to be associated with the
deployment of a pilot on the Internet.

QUESTION: What sort of time-frame might be available that could be useful for us?
Such as when a registration authority might be available or operational DSAs that
could be connected to? RESPONSE: Working on getting some things defined, like
service definitions, and design stuff by the end of January 91. Although those are
VERY loose dates: Mapping DIA to multiple ADMDs - Jan 91; DSA /DSP operational
- Apr 30 ’91; Operational Managment Jul 91; Doesn’t look like anything coming up
prior to the end of 91.

QUESTION: Any time-frame for a demonstration? RESPONSE: Not that are pub-
lished. I asked Marshall Rose if he had any problems implementing the schema they
(NADF) were talking about in his WP project? He said it was a subset of what he
is working on. That didn’t take care of the business of sharing information. That is
still being struggled with. ATT’s Al Brumstead is working on the problem.

The State Department is the USA arbitratior of ISO compliance. They will be respon-
sible to ensure that US carriers will work with international carriers’ implementations.
They have formed a sub-committee to deal with national decisions on X400/X500 is-
sues, specifically to provide registration service and conceivably to write the rules for
interworking within the US. The CCITT study group “D” will decide on October 29,
if they will honor the Charter of the group. If it happens, the first meeting will be
on Dec 17/18 after the OSI workshop at the State Department.

X.500 Extensions:

1. CCITT is working on Replication/Knowledge Representation. Is it intercept-
able?

2. Extended information model. Subtrees/shared access control/group resources.

Access control (CDAM stage) authorization is good, but needs ACL.

4. Schema extension - country/org etc., imbedded in the directory.

w
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5. Improve search/extended attributes - search has the most problems, externalize
matching rules.
6. Introduction of short form names - < 2 opposing camps in CCITT.

[RC] 3 may move as a fast track item prior to 92, a possible push for this group [Retix]
3 and replication may get DIS status in Mar’91 per Ottowa Meeting. We need to:

e Define pilot requirements - ad hoc or intercepted standards?
e How to share schema information - publish RFCs?

Relationship with Other Groups

What is our relationship with other Working Groups? Two Thrusts:

e X500 Infrastructure

e X500 Services

¢ X/Open - POSIX - IETF 400/500 WG meet together? FTAM, VT and other
OSI services are already on the Internet.

White Page Issues

Naming Schema:

[SK] There seems to be a need, if we are going to deploy a pilot on the Internet, to
reach agreement on the things that are to go into the directory. Over the past few
years, particularly with the PSI pilot and the European pilot, you discover things
in the directories that are not in the standards, such as mailbox addresses, favorite
drinks, and other such useful things not defined by the standards. What I would like
to see happen, is for this group to define those things that are Internet specific. I
would like to see this happen in conjunction with the RARE work. It seems the right
way to do it is for those groups of people who say they want this feature to have
an increased involvement in defining the Internet architecture for directory services.
There also needs to be a means for registration on the Internet.

QUESTION: What services does the pilot provide, that doesn’t have X400 in it?
RESPONSE: [SK] An early version of the architecture done for RARE, and dated
May’89 has been adopted by the PSI pilot, so it seems to be an acceptable beginning.
It has been suggested that since this architecture has been accepted by two organi-
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zations, (PSI and RARE), lets make it three with the (IETF). To do so will require
that we publish RFC’s. They are a little bit strange in that while in principle they
carry very little status, once they achieve RFC status they begin to carry a surprising
amount of weight. Should we publish these activities as RFC’s? One of the reasons
that Paul was not prepared to release the update was because one thing we wanted
was to have a standard pro-forma for submitting requests for defining object classes.
This should produce the documentation of the directory structure as well as machine
parsable tables.

Keeping schema consistent is difficult. Ought to publish an RFC that describes
registration that is self-documenting and creates machine readable inputs. What
things should be registered in an Internet pilot?

e Review THORN documentation as a basis. It uses UK/UCL numbers as offical
numbers

e CNRTI’s Knowbot ?

e SRI-NIC whois database ?

Should a “well known attributes” RFC be published? Can we publish/use IAB num-
bers? PSI and NIST, with Internet (Merit,SRILetc.), spoke with Dr. Mockapetris on
ISI evaluation. Will use NIST implementation guidelines. Populated with whois and
Merit data. Only schema for Internet, not global scope.

Name Notation:

Proposed syntax - Review S.Kille papers DUA formats, notation which
is not distributed name ported names map to quipu. i.e., FTAM, X500,
MHS names

RDN Mapped Ported (X400 “name”)
C=GB Steve Kille Kille, UCL, GB O=UCL Computer Sci-
ence OU=Computer Science UCL, GB CN=Steve Kille

[YBong] Applications, schema etc. can be used to define strings.

X.500 Extensions:

Authentication - a draft RFC was requested on a secure pilot. Access control on the
directory itself? Users should modify (portions) of their own information. This area
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needs standards and mechanisims published. QIPU has PKS but is unavailable in US
(RSA restrictions). Do we want authentication and security in our pilot? - Yes. [RC]
Should have an “open” pilot, with multi-implementation representation [PY] Will
draft, with help, notes on desirable characterisics of ACL (X509) and authorizations
needed to join the pilot. Emphasize searching and distributed updates. Last four -
hope to have available by Jan’91.

Replication - Expand QUIPU specifications, uses protocols, has data modeling
- uses sibling entries i.e., DECdus, spot shadowing.

Knowledge Representation

Distributed Operations - for X.25 ONLY DSA’s per RFC 1006

Presentation Address formats - Check the RFC’s

[SK] These should be used but will entertain alternatives [ES] Does that mean vendors
have to implement THREE forms? Existing, QUIPU, and future CCITT specs? [AB]
Schema “kludge” for replication and Knowledge representation? [SK] Yes, but....
(Replication is OK but KR is VERY busy)

X500/DNS X500 and domains - draft document describing how mapping might work.
There is NOT a tight linkage between X500 and DNS tree structures. At a leaf node,
(CN) there can be a linkage, using extended atributes.

Action Items:

Route PSI presentation Steve Kille UCL s.kille@cs.ucl.uc.uk

Circulate calls that replace gethostbyname with X500 / QUIPU API calls In-

clude bind load and directory formats Alex Brown BNR-Ottowa alex@bnr.ca

e Liasion request for Schema strawman for the IETF X500 Working Group from
NADF Einar Stefferud NMA stef@ics.uci.edu

¢ Add attendees to minutes Bill Manning Texas Inst bmanning@houston.sc.ti.com

o Circulate THORN documentation to mail list prior to Ineternet draft Steve
Kille UCL s.kille@cs.ucl.uc.uk

e Develop a draft RFC on secure additions for Internet X500 pilot Peter Yee
NASA yee@ames.arc.nasa.gov Bill Manning Texas Inst bmanning@houston.sc.ti.com

e Note on cahing and ACL approch for use in “secure” X509 RFC Steve Kille
UCL s.kille@cs.ucl.uc.uk Richard Colella NIST colella@osi3.ncsl.nist.gov

e Circulate papers on:

— What is QUIPU?

— Draft RFC on registration issues

X500 differences/similarities note to mail list Richard Colella NIST colella@osi3.ncsl.nist.gov

Route X500/DNS paper. Jan’90 RFC draft to mail list Steve Kille UCL s.kille@cs.ucl.uc.uk
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— Cover memo on why X500i

Steve Kille UCL s.kille@cs.ucl.uc.uk
e Soft copy of Ottowa meeting notes to mail list, particularly on replication Alex
Brown BNR-Ottowa alex@bnr.ca
e 400-NIST document on directory services for MHS Einar Stefferud NMA stef@ics.uci.edu
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3.4.6 X.400 Operations (x4000ps)
Charter

Chair(s):
Alf Hansen,

Mailing Lists:
General Discussion: ietf-osi-x400ops@pilot.cs.wisc.edu
To Subscribe: ietf-osi-x400ops-request@pilot.cs.wisc.edu

Description of Working Group:

X.400 management domains are being deployed today on the Internet.
There is a need for coordination of the various efforts to insure that they
can interoperate and collectively provide an Internet-wide X.400 message
transfer service connected to the existing Internet mail service. The overall
goal of this group is to insure interoperability between Internet X.400 man-
agement domains and to the existing Internet mail service. The specific
task of this group is to produce a document that specifies the requirements
and conventions of operational Internet PRMDs.

Goals and Milestones:

Feb 1991 Initial meeting, produce internal outline.
Mar 1991 Working draft, circulate to interested people.
Jul 1991 Internet draft available.

Dec 1991 Document ready for publication.
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3.5 Operational Requirements Area

Director: Phill Gross/CNRI

The IETF Operational Requirements Area has the following three mandates:

1. Provide a forum for coordination between operational groups. (This could in-
clude coordinating deployment activities.)

2. Development of operational methods, practices, and policies. (e.g., end-end
trouble resolution)

3. Guidance to other IETF technical development efforts.

There are currently six Working Groups in the Operational Requirements Area. Five
of these groups met at the Boulder IETF meeting, and the reports from those meetings
are included in these Proceedings. The six Working Groups are briefly discussed below
in relation to the above stated goals.

e Provide a forum for coordination between operational groups.

Under this bullet, standing Working Groups generally serve the purpose of
liaison. These group are different from other Working Groups in that they
may never produce written documents (other than meeting notes). They are
standing groups with less specific goals and milestones than typical Working
Groups in other technology development areas.

— DDN Interconnectivity Working Group. Liasion group between DDN and
its clients, and between DDN and its peer networks. This group meets on
an as-needed basis. It did not meet at the Boulder IETF meeting.

— Network Joint Management Working Group. Liaison group between re-
gional mid-level networks and national backbones. This started as a group
between regional networks and the NSFnet backbone, and has since broad-
ened it focus somewhat. This Working Group met at Boulder and that
meeting report is included in these Proceedings.

— Topology Engineering Working Group. This group was begun to provide a
forum to coordinate topology and routing issues between operational net-
works. Some operational networks have a forum for for such coordination
(e.g., the federal networks can coordinate their activities in the Federal
Engineering Planning Group, FEPG). However, other networks have not
had a forum for such broader coordination. TEWG was an attempt to
provide such a forum.
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Starting at the Boulder IETF meeting, the network status reports have
been moved into the Topology Engineering Working Group sessions.

e Development of operational methods, practices, and policies.

Working Groups under this bullet develop technology, but in general are more
concerned with development of technical methodology rather than protocols.
For example, in the Operational Statistics Working Group, methodology and
tools are being developed, but the underlying network management techniques
are taken as defined